CHEMICAL AND FUNCTIONAL GENOMIC APPROACHES TO STEM CELL BIOLOGY AND REGENERATIVE MEDICINE
CONTENTS

Contributors vii

1 Embryonic Stem Cells 1
   Crystal L. Sengstaken, Eric N. Schulze, and Qi-Long Ying

2 Adult Stem Cells 27
   Lief Fenno and Chad A. Cowan

3 Genomewide Expression Analysis Technologies 59
   John R. Walker

4 Genomic cDNA and RNAi Functional Profiling and Its
   Potential Application to the Study of Mammalian Stem Cells 83
   Jia Zhang, Myleen Medina, Genevieve Welch, Deanna Shumate,
   Anthony Marelli, and Anthony P. Orth

5 Chemical Technologies: Probing Biology with
   Small Molecules 109
   Nicolas Winssinger, Zbigniew Pianowski, and Sofia Barluenga

6 Protein Characterization by Biological Mass Spectrometry 145
   Venkateshwar A. Reddy and Eric C. Peters

7 Large-Scale Genomic Analysis of Stem Cell Populations 169
   Jonathan D. Chesnut and Mahendra S. Rao
CONTENTS

8 Exploring Stem Cell Biology with Small Molecules and Functional Genomics 187
   Julie Clark, Yue Xu, Simon Hilcove, and Sheng Ding

9 Regeneration Screens in Model Organisms 207
   Chetana Sachidanandan and Randall T. Peterson

10 Proteomics in Stem Cells 223
    Qiang Tian and W. Andy Tao

Index 243
CONTRIBUTORS

Sofia Barluenga, Organic and Bioorganic Chemistry Laboratory, Institut de Science et Ingénierie Supramoléculaires, Université Louis Pasteur, 8 allée Gaspard Monge 67000, Strasbourg, France

*Jonathan D. Chesnut, Stem Cells and Regenerative Medicine, Invitrogen Corporation, Carlsbad, CA 92008 (ion.chesnut@invitrogen.com)

Julie Clark, Department of Chemistry and the Skaggs Institute for Chemical Biology, The Scripps Research Institute, 10550 North Torrey Pines Road, La Jolla, CA 92037

*Chad A. Cowan, Stowers Medical Institute, Center for Regenerative Medicine and Technology, Cardiovascular Research Center, 185 Cambridge St., Boston, MA 02114 (ccowan1@partners.org)

*Sheng Ding, Department of Chemistry and the Skaggs Institute for Chemical Biology, The Scripps Research Institute, 10550 North Torrey Pines Road, La Jolla, CA 92037 (sding@scripps.edu)

Lief Fenno, Stowers Medical Institute, Center for Regenerative Medicine and Technology, Cardiovascular Research Center, 185 Cambridge St., Boston, MA 02114

Simon Hilcove, Department of Chemistry and the Skaggs Institute for Chemical Biology, The Scripps Research Institute, 10550 North Torrey Pines Road, La Jolla, CA 92037

Anthony Marelli, Genomics Institute of the Novartis Research Foundation, 10675 John Jay Hopkins Drive, San Diego, CA 92121
Myleen Medina, Genomics Institute of the Novartis Research Foundation, 10675 John Jay Hopkins Drive, San Diego, CA 92121

*Anthony P. Orth, Genomics Institute of the Novartis Research Foundation, 10675 John Jay Hopkins Drive, San Diego, CA 92121 (aorth@gnf.org)

*Eric C. Peters, Genomics Institute of the Novartis Research Foundation, 10675 John Jay Hopkins Drive, San Diego, CA 92121 (epeters@gnf.org)

*Randall T. Peterson, Cardiovascular Research Center, Massachusetts General Hospital and Harvard Medical School, Boston, MA (peterson@cvrc.mgh.harvard.edu)

Zbigniew Pianowski, Organic and Bioorganic Chemistry Laboratory, Institut de Science et Ingénierie Supramoléculaires, Université Louis Pasteur, 8 allée Gaspard Monge 67000, Strasbourg, France

Mahendra S. Rao, Stem Cells and Regenerative Medicine, Invitrogen Corporation, Carlsbad, CA 92008

Venkateshwar A. Reddy, Genomics Institute of the Novartis Research Foundation, 10675 John Jay Hopkins Drive, San Diego, CA 92121

Chetana Sachidanandan, Cardiovascular Research Center, Massachusetts General Hospital and Harvard Medical School, Boston, MA

Eric N. Schulze, Center for Stem Cell and Regenerative Medicine, Department of Cell and Neurobiology, Keck School of Medicine, University of Southern California, 1501 San Pablo Street, Los Angeles, CA 90033

Crystal L. Sengstaken, Center for Stem Cell and Regenerative Medicine, Department of Cell and Neurobiology, Keck School of Medicine, University of Southern California, 1501 San Pablo Street, Los Angeles, CA 90033

Deanna Shumate, Genomics Institute of the Novartis Research Foundation, 10675 John Jay Hopkins Drive, San Diego, CA 92121

W. Andy Tao, Department of Biochemistry, Purdue University, 175 S. University Street, West Lafayette, IN 47907

*Qiang Tian, Institute for Systems Biology, 1441 North 34th Street, Seattle, WA 98103 (qitian@systemsbiology.org)

*John R. Walker, Group Leader, RNA Dynamics, Genomics Institute of the Novartis Research Foundation, 10675 John J. Hopkins Drive, San Diego, CA 92121 (walker@gnf.org)

Genevieve Welch, Genomics Institute of the Novartis Research Foundation, 10675 John Jay Hopkins Drive, San Diego, CA 92121

*Nicolas Winssinger, Organic and Bioorganic Chemistry Laboratory, Institut de Science et Ingénierie Supramoléculaires, Université Louis Pasteur, 8 allée Gaspard Monge 67000, Strasbourg, France (winssinger@isis-u.strasbg.fr)
Yue Xu, Department of Chemistry and the Skaggs Institute for Chemical Biology, The Scripps Research Institute, 10550 North Torrey Pines Road, La Jolla, CA 92037

*Qi-Long Ying, Center for Stem Cell and Regenerative Medicine, Department of Cell and Neurobiology, Keck School of Medicine, University of Southern California, 1501 San Pablo Street, Los Angeles, CA 90033 (qying@keck.usc.edu)

Jia Zhang, Genomics Institute of the Novartis Research Foundation, 10675 John Jay Hopkins Drive, San Diego, CA 92121

*Corresponding author.
FIGURE 1.3  Differentiation potential of ES cells. ES cells can be induced to differentiate into all somatic cell lineages via the formation of three-dimensional EBs or monolayer culture.
**FIGURE 2.1** Adult stem cell lineages. *(See text for full caption.)*

**FIGURE 2.2** Adult stem cell niche. Adult stem cells are maintained in a specialized environment known as the *niche*. *(See text for full caption.)*
FIGURE 2.3  Discovery of the hematopoietic stem cell. (See text for full caption.)
Cancer stem cell. Two major theories of the cancer stem cell arise from the common theme of aberrant self-renewal. (See text for full caption.)
FIGURE 3.1 Differential gene expression technology progression. (See text for full caption.)
FIGURE 5.1 Enabling technologies for automated synthesis (a) and library synthesis (b).
FIGURE 5.2  Cartoon representation of the chemical space. Representation obtained by plotting the principal component of physicochemical properties on x,y,z axis. Biologically active compounds tend to cluster into discrete areas (represented by the colored spheres). (Reprinted with permission from Ref [20]).

FIGURE 5.6  Synthesis and microarraying of a 1,3-dioxane library. Discovery of a selective Ure2p (transcription factor) modulator.
FIGURE 5.9  Synthesis of libraries targeting protein–protein interactions. Libraries based on C₂-symmetric ligands led to the discovery of an EPO agonist while library of isoindolinones afforded a Myc-Max protein–protein interaction inhibitor.
Genetic approaches to target identification: (a) lethality screen with genetically tagged haploinsufficient yeasts; (b) discovery of the mode of action of apatoxin A.
FIGURE 6.1  Analysis of peptide mixtures by online reverse-phase LC/MS/MS. (See text for full caption.)
FIGURE 6.2  (a) Quantitation using isotopic labeling. (b) Quantitation using tandem mass tags. (c) Quantitation using chemical labeling strategies. (See text for full caption.)
FIGURE 10.1  Schematic representation of proteomic strategies for investigating stem cell biology. (See text for full caption.)

FIGURE 10.2  Quantitative proteomic scheme. (See text for full caption.)
EMBRYONIC STEM CELLS

CRYSTAL L. SENGSTAKEN, ERIC N. SCHULZE, AND QI-LONG YING

Center for Stem Cell and Regenerative Medicine, Department of Cell and Neurobiology, Keck School of Medicine, University of Southern California, Los Angeles, California

Embryonic stem (ES) cells are pluripotent cell lines derived from the inner cell mass (ICM) of preimplantation embryos [1]. ES cells are invaluable tools to create genetic modifications in mice for the study of gene function and disease. The first true ES cell lines were derived from the 129 strain of mouse in 1981 by two groups simultaneously [2,3]. In 1998, Thomson and colleagues reported the isolation of the first human ES cell lines from human blastocysts left over from in vitro fertilization [4]. Putative ES or ES-like cells from other species, such as, bird, fish, monkey, dog, cow, and rat, have also been reported. However, only ES cells from mice have proved to be able to efficiently contribute to chimeras and reenter germline. There are other pluripotent cell lines including embryonic germ (EG) cells, which are derived from gonadal ridges of the embryo, and embryonic carcinoma (EC) cells, which are isolated from spontaneously arising teratocarcinomas and are therefore karyotypically abnormal. In this chapter, we will focus on mouse and human ES cells.

1.1 THE ORIGIN OF EMBRYONIC STEM (ES) CELLS

There appears to be a very limited period of embryonic development during which pluripotent ES cells can be established in culture. This period is termed the preimplantation blastocyst stage (Figure 1.1). From the one-cell to early eight-cell stage, the blastomeres of the embryo are equipotent. Each blastomere is considered to be totipotent; that is, they have the ability to differentiate into all cell types in an...
organism, including the extraembryonic tissue associated with that organism, and are able to form an entire organism. However, blastomeres lack the capacity for self-renewal and therefore are not considered stem cells. As cleavage proceeds, there is a gradual restriction in the developmental potency of the cells, eventually resulting in the generation of the first two distinct lineages: the trophectoderm and the ICM, followed by the formation of a fully expanded blastocyst consisting of a hollow vesicle of trophectoderm surrounding a fluid-filled cavity and a small group of ICM cells. The preimplantation blastocyst is formed after about six cleavage divisions, which occur about 3.5 or 5.5 days after fertilization in the mouse and human, respectively. The trophectoderm cells are required for implantation and development of the placenta. The ICM is the foundation of all somatic tissues and germ cells in adults. The ICM comprises the inner pluripotent primitive ectoderm cells and the outer primitive endoderm cells. ES cells are derived from the primitive endoderm cells when ICM is isolated and cultured in vitro under proper conditions. Little is known, however, about how pluripotent primitive ectoderm cells in the ICM are transformed into pluripotent ES cells in culture. It is thought that the pluripotent ES cells remain in a state in vitro that may occur only transiently in vivo, since the primitive ectoderm cells progress rapidly through development to form the epiblast cells. Although these epiblast cells are still pluripotent and can give rise to all three primary germ layers, ectoderm,
mesoderm, and endoderm, there is still no evidence suggesting that ES cells can be derived from the pluripotent epiblast cells of the implanted embryo. However, cells resembling ES cells in both morphology and growth characteristics have been obtained previously from preblastocyst stages [5,6]. Since attached embryos from progressively earlier developmental stages require longer periods in culture before they reach a state that yield ES cells, the possibility exists that preblastocyst embryos progress to an equivalent stage of blastocyst embryos in culture before ES cells can be obtained. It remains unclear, however, whether this state represents the sole timepoint from which ES cells can be obtained or whether it demarcates the beginning of a window of time during which the derivation of ES cells is possible.

1.2 DERIVATION OF ES CELLS

The research on embryonic carcinoma (EC) cells in the 1970s eventually paved the way for the establishment of the first ES cell lines [7–10]. When epiblast cells from early postimplantation embryos were grafted into adult mice, they produced teratocarcinomas. Teratocarcinomas are malignant multidifferentiated tumors containing a proportion of undifferentiated cells. These undifferentiated cells could be propagated in culture and established as cell lines termed EC cells. Clonally isolated EC cells retained the capacity for differentiation into derivatives of all three germ layers. EC cells could also participate in embryonic development when introduced into the ICM of blastocysts to generate chimeric mice [11]. Maintenance of the undifferentiated state of EC cells relied on cocultivation with feeder cells, usually mitotically inactivated mouse embryonic fibroblasts (MEFs) [12]. It was reasoned that these feeder cells were providing some critical factors to sustain the pluripotency of the EC cells. Since EC cells have undergone transformation and karyotypic changes prior to establishment as cell lines, they are almost always aneuploid and are not capable of proceeding through meiosis to produce mature gametes. Following the discovery of EC cells, the next logical step was to attempt to directly isolate pluripotent cells from embryos. In 1981, two groups succeeded in establishing pluripotent ES cell lines from mouse embryos [2,3]. The protocol for the derivation of ES cells is relatively simple, and most labs are still using the original protocol developed by Evans and Martin. In brief, the protocol involves plating intact embryos at the expanded blastocyst stage onto a mitotically inactivated feeder layer with either DMEM or GMEM as the basal culture medium supplemented with 10–20% fetal calf serum, 2-mercaptoethanol, nonessential amino acids, L-glutamine, and sodium pyruvate. After several days of culture, the cells from the ICM will expand to form a cell mass. After being disaggregated and replated onto fresh feeders, various types of differentiated colonies as well as colonies of a characteristic undifferentiated morphology will appear. The undifferentiated colonies can generally be expanded further to establish cell lines, now known as ES cells. The first human ES cell line was established in essentially the same method by Thomson and colleagues in 1998 [4]. Since ES cells were first created, it has become clear that different strains of mice vary considerably in their facility for derivation [13]. The inbred 129 and C57Bl/6 strains are the most permissive;
approximately 30% of 129 or C57Bl/6 embryos can be expected to give rise to ES cell lines. Most other strains rarely produce ES cell lines at all. The reason for this intriguing variability is not yet understood. The ES cell derivation efficiency can be increased by several modifications of the protocol. For example, subjecting the embryos to delayed implantation or diapause can improve the efficiency [14]. Removal of the extraembryonic tissues from blastocysts mechanically or by immunosurgery can also facilitate the derivation of ES cells. It has been reported that, by combining the two techniques, the ES cell yield rates can be increased up to 100% for 129 and to over 50% for CBA embryos [1]. In addition to removing the differentiative signals from the surrounding tissues of ICM, it is possible to encourage the self-renewal aspect of stem cell proliferation by preferentially inhibiting signaling pathways that promote differentiation. For example, commercially available inhibitors of the Erk-activating MEK pathway such as PD98059 have been used to promote ES cell self-renewal and improve the efficiency of ES cell derivation [15]. ES cell lines from 129 and C57Bl/6 strain mice can also be efficiently derived under serum and feeder-free conditions with the addition of both the leukemia inhibitory factor (LIF) and bone marrow morphogenetic protein 4 (BMP4) [16,17].

1.3 KEY PROPERTIES OF ES CELLS

Embryonic stem cells are a remarkable cell type, mainly because of the two key properties they possess: unlimited proliferation and unlimited differentiation. ES cells can be maintained in culture for an extended amount of time, perhaps even indefinitely. Additionally, even after many passages in culture, ES cells continue to maintain the ability to differentiate into any type of cell in the body. For this reason, ES cells are considered as pluripotent. Although there are some similarities between the various types of adult stem cells, pluripotent ES stem cells clearly differ from other adult stem cells in several ways. Adult stem cells are generally limited to differentiation into the cell types of their tissue of origin, making them only multipotent, and can be maintained in culture for only a very limited number of passages before they differentiate. However, pluripotent ES cells, when reintroduced into early-stage embryo, have the ability to reenter developmental processes and contribute to all cell lineages, including germ cells [14,18–20]. The capacity to generate all fetal and adult cell lineages in vitro and in vivo, combined with the facility of genetic manipulations, makes ES cells a very powerful tool for molecular dissection of tissue differentiation and cellular (patho)physiology [21]. Human ES cells also create a platform for a renewable source of differentiated cells for applications in pharmacogenomics and cell transplantation therapies [22,23]. ES cells have other functionally important or unique properties, including derivation without transformation or immortalization, stable diploid karyotype (prolonged culture will increase genetic or epigenetic abnormality), clonogenic (can be grown from single cells; it has proved difficult for human ES cells), absence of G1 cell cycle checkpoint, and absence of X inactivation (in XX lines).
1.4 MAINTENANCE OF ES CELL SELF-RENEWAL

When an ES cell divides, it has to decide whether to produce identical copies of itself (self-renewal) or to differentiate into specific cell types. This ES “cell fate” decision, that is, self-renewal versus differentiation, is greatly influenced by both extrinsic and intrinsic factors (Figure 1.2).

1.4.1 Extrinsic Factors in Mouse ES Cell Fate Determination

*LIF* When ES cells are cultured on feeders in medium supplemented with fetal calf serum, they can be sustained in an undifferentiated state indefinitely while retaining the ability to give rise to all the cell types of the embryo and adult. It has been shown that conditioned media from the feeders has the same effect on ES cell self-renewal as

**FIGURE 1.2** Regulation of mouse ES cell self-renewal. There are at least two known independent pathways regulating mouse ES cell self-renewal. (a) Mouse ES cell self-renewal can be driven by the combined action of LIF/Stat3 and BMP/Smad/Id pathways. LIF activates Stat3 and blocks nonneural differentiation. BMP blocks neural differentiation by induction of Ids. (b) Mouse ES self-renewal can also be sustained by simple elimination of differentiation cues associated mainly with MAPK, GSK3, and FGF receptor signaling pathways. In both conditions, the proper function of Oct4 and Nanog remains important for the maintenance of ES cell identity.
the feeder layers. This observation eventually led to the identification of leukemia inhibitory factor (LIF) as the key cytokine secreted by feeder cells in supporting mouse ES cell self-renewal [24,25]. Feeders lacking functional LIF gene do not support ES propagation effectively [26]. LIF is a soluble glycoprotein and is a member of the interleukin-6 (IL6) family. LIF was initially identified by its activity to induce differentiation of M1 leukemia cells [27,28]. Other members of the IL6 family, including oncostatin M (OSM) [29], ciliary neurotrophic factor (CNTF) [30] and cardiotrophin 1 (CT1) [31], also have an effect similar to that of LIF in suppressing differentiation and sustaining self-renewal of mouse ES cells. LIF works by binding directly to a heterodimeric receptor complex containing two transmembrane glycoproteins, gp130 and the LIF-specific receptor subunit LIFRβ, bringing the associated JAKs into close proximity and causing their cross-phosphorylation and activation [32]. A wide range of downstream effectors can be activated via gp130. These include the signal transducer and activator of transcription (STAT) 1, 3, and 5, the mitogen-activated protein kinases (MAPK), extracellular regulated kinases (ERK) 1 and 2, and phosphoinositol-3 kinase (PI3K). In mouse ES cells LIF and other related cytokines sustain ES cell self-renewal mainly through activation of Stat3 [33]. Inhibition of Stat3 signaling directly, through the use of interfering mutant forms of the transcription factor Stat3F, provides the best evidence for an essential role of Stat3 in ES cell self-renewal mediated by LIF or related cytokines. Stat3F is a dominant-negative mutant of Stat3. Overexpression of Stat3F in ES cells resulted in induction of differentiation even in the presence of LIF, indicating that activation of Stat3 is essential to the LIF-mediated ES cell self-renewal. Studies using a chimaeric Stat3 molecule that can be activated directly by estradiol indicate that Stat3 activation is not only necessary but might be sufficient to block differentiation [34]. Several groups have tried to identify LIF/Stat3 target gene(s) that are responsible for ES cell self-renewal [35–37], but so far it has not been very successful. Downstream target genes of Stat3 in ES cells that mediate self-renewal are still largely unknown. In mouse ES cells, LIF/gp130 signaling also activates MAPK pathway. The ERK MAPKs Erk1 and Erk2 are strongly phosphorylated on stimulation of LIF. Phosphorylated ERKs then undergo nuclear translocation and modulate the activities of transcriptional regulators such as Elk, Myc, and the serum response factor (SRF). Inhibition of MAPK/ERK signaling by small molecule inhibitors PD98059 and U0126 limits the differentiation of ES cells and promotes self-renewal [15]. This strongly suggests that while LIF/Stat3 pathway sustains ES cell self-renewal, the LIF/gp130/ERK pathway is antagonistic to it. The overall balance of conflicting activation of Stat3 and ERKs might well determine the efficiency of mouse ES cell self-renewal.

**Serum/BMP** Feeder layers or LIF can support mouse ES cell self-renewal. However, these observations were made in the presence of fetal calf serum. In the absence of serum, LIF is not sufficient to sustain mouse ES cell self-renewal (Figure 1.2a). Instead, the ES cells will differentiate predominantly into neural phenotypes. Hence, there is another factor or factors needed in combination with LIF to achieve self-renewal. It has been demonstrated that bone morphogenetic protein 4 (BMP4) can replace the requirement for serum both during clonal propagation of
mouse ES cells and during their de novo derivation [17]. BMPs were originally isolated from demineralized bone matrix and identified as factors responsible for inducing bone formation in muscular tissues [38]. The critical contribution of BMP4 to self-renewal is to induce expression of the negative helix–loop–helix factors, inhibitors of differentiation (Ids). Id proteins lack a DNA binding domain and are not thought capable of inducing gene transcription. They act by binding and sequestering E proteins, thereby inhibiting the E–protein–dependent transcriptional activity of basic helix–loop–helix (bHLH) factors. Constitutive Id gene expression in ES cells replaces the need for BMP4 in the media. Serum also induces Id genes via multiple pathways, including integrin engagement by extracellular matrix molecules such as fibronectin [39,40]. A BMP-like factor was purified from serum that is responsible for both inhibition of myogenesis and stimulation of osteoblast differentiation in vitro. This BMP-like factor was identified as BMP4. In addition, BMP4 in serum was found to form a large complex with other molecules, resulting in potentiation of its activity [41]. Therefore it is not surprising that ES cells cultured in serum also show appreciable levels of Id gene expression [17]. These findings together suggest that the biological activities of serum in suppressing differentiation and sustaining self-renewal of mouse ES cells might be mediated at least in part by BMPs. Significantly, in the absence of LIF, both serum and BMP4 drive ES cells differentiation into nonneural fates (Figure 1.2a). Thus serum or BMP4 stimulation has a dual potential in ES cells, and the outcome is dictated by the presence or absence of LIF/Stat3 pathways. The ability of BMP4 to suppress differentiation and maintain ES cell self-renewal in collaboration with LIF/Stat3 is shared by other BMP family, BMP2 and GDF6, but not other transforming growth factor β (TGFβ) superfamily members, such as TGFβ1 and activin A. Mouse ES cells can also be maintained in serum-free medium supplemented with LIF and knockout serum replacement without addition of serum or BMPs. Under these culture conditions, it was reported that activin or Nodal, but not TGFβ1 or BMP4, can significantly enhance ES cell proliferation without affecting pluripotency [42]. Although serum replacement is thought to be better defined than serum, it is a proprietary product that cannot be regarded as fully defined. In fact, it has been shown that BMP-like activity is present in serum replacement. Indeed, both BMP2 and BMP4 proteins were detected in serum replacement [43].

**Inhibitors** ES cells exist in the artificial milieu of tissue culture, therefore the composition of the in vitro environment can obscure the actual requirements for maintaining pluripotency. Pathways that appear obligatory for ES cell propagation in culture may not, in fact, be core components of the pluripotent state, but accessories demanded by unrefined culture settings. It has been suggested that mouse ES cell self-renewal is not driven by activating signals but by the elimination of differentiation cues and consolidation of a basal program of cell growth and proliferation [44]. MAPK, FGFR, and GSK3 signaling pathways are involved in numerous cell functions including cell proliferation and differentiation. Under serum-free basal conditions mouse ES cells can be efficiently derived and maintained in an undifferentiated, proliferative, and pluripotent state through the actions of chemically defined inhibitors of these three signaling pathways without added growth factors or cytokines [44]. By
blocking these three pathways, it is even possible to derive Stat3-/- mouse ES cell lines, authentic ES cell lines from rats and nonpermissive strains of mice such as CBA, all at high efficiency in defined feeder-free conditions without adding any growth factors or cytokines [44]. Through a cell-base screen of chemical libraries, Chen et al. identified a small molecular inhibitor, pluripotin, that can maintain mouse ES cell self-renewal in the absence of feeders and exogenous factors [45]. Pluripotin may act by inhibition of both Erk1 and RasGAP-dependent signaling pathways. These findings indicate that mouse ES cell self-renewal may not be dependent on extrinsic stimulation and that elimination of differentiation cues is sufficient to sustain self-renewal (Figure 1.2b).

1.4.2 Extrinsic Factors in Human ES Cell Fate Determination

Currently human ES cells are routinely grown on mitotically inactivated feeder layers with medium containing either serum or serum replacements, both of which are ill-defined. Although progress has been made in delimiting culture environments for the derivation and propagation of human ES cells, it is still largely unclear what extrinsic factors are really required for sustaining human ES cell self-renewal. Human and mouse ES cells appear to be very different in terms of their requirements for sustaining self-renewal. For example, while the activation of LIF/Stat3 pathway has long been considered necessary for maintenance of mouse ES cell self-renewal, it has no obvious effect on human ES cells [46,47]. Instead, human ES cells require bFGF, unknown factor(s) secreted by feeder cells and cell–cell adhesion to sustain pluripotency in serum-free conditions. BMP4 can replace serum in supporting mouse ES cell self-renewal in collaboration with LIF/Stat3 pathway. However, BMP4 induces human ES cell differentiation toward trophectoderm lineage [48]. The question that still remains is why they are so different. Is it because of the mechanisms that regulate human and mouse ES cell self-renewal are fundamentally different, or is it because of subtle variations in the machinery regulating self-renewal modulating the response of the cell? It is worth noting that despite these differences, feeder cells support both mouse and human ES cell self-renewal. In fact, the first mouse and human ES cell lines were both derived in essentially the same culture conditions using mitotically inactivated MEFs as feeder layers in serum-containing media [2–4]. For mouse ES cells, the requirement for feeders can be partially replaced by LIF or related cytokines that activate the gp130 signal transducer and the downstream transcriptional effector Stat3 [24,25,33]. However, LIF has no obvious effect on human ES cell self-renewal. When mouse ES cells are “weaned off” feeder cells, they go through a “crisis” in which most ES cells die or differentiate, even in the presence of LIF. Although sublines of feeder-independent cells can be derived, they generally lose the hallmark of normal ES cells, which is competence for germline transmission. This suggests that feeder cells must produce a factor or factors, other than LIF, that may not yet be identified, that support both human and mouse ES cell growth. It may or may not, however, be the same factor (s) for human and mouse ES cells. Another major difference between mouse and human ES cells is that mouse ES cells can easily adhere to substrates such as gelatin, fibronectin, or laminin, while most human ES cells do not adhere to gelatin, and adhere
only poorly to fibronectin or laminin. Adherent growth appears to be important for maintenance of ES cell self-renewal, since ES cells aggregate in suspension culture, a state generally associated with differentiation into structures known as embryoid bodies. Feeder layers help to support the adhesion of human ES cells, which is possibly one of the major contributions of feeder layers in sustaining human ES cell self-renewal. There have been several reports that have investigated the effects of a broad range of factors, including Wnts, Noggin, Nodal, activin A, neurotrophins, or TGFβ1 [49–53], all of which have been claimed to be involved in maintenance of human ES cell self-renewal. However, bFGF is still the single most potent extrinsic factor identified for human ES cell self-renewal under serum-free conditions [54]. Why do human ES cells require bFGF? While bFGF has no obvious effect on wild-type mouse ES cells, it was found that Eras-null mouse ES cells need bFGF for efficient propagation in serum-free conditions (unpublished data). This finding is interesting because bFGF and Eras both activate PI3-kinase/Akt pathway and Eras is not expressed in human ES cells [55]. Eras is a member of the ras family that is expressed specifically in undifferentiated mouse ES cells [56]. It is constitutively active and is important for ES cell proliferation; therefore it would be interesting to see if lack of Eras function in human ES cells underlies the requirement for bFGF to sustain self-renewal.

1.4.3 Intrinsic Determinants

Oct4  Oct4 is a POU family transcriptional factor that is encoded by *Pou5f1*. Oct4 plays a pivotal role in both human and mouse ES cell fate determination. Expression of Oct4 is restricted to pluripotent cell types, such as cells in early embryos; germline cells; and undifferentiated EC, EG, and ES cells [57]. *In vivo*, zygotic expression of Oct4 is essential for the initial development of pluripotential capacity in the ICM [58]. Oct4 deficient embryos fail to initiate fetal development because the prospective founder cells of the ICM do not acquire pluripotency and differentiate into the trophectodermal lineage. Investigation via conditional repression/expression in ES cells has suggested that the level of Oct4 is critical for ES cell fate determination. Artificial repression of Oct4 in mouse or human ES cells induces differentiation along the trophectodermal lineage [59–61], which suggests that Oct4 is continuously required by ES cells in order to maintain their pluripotent identity and may act as a lock that prevents differentiation into the trophoblast stage [61]. It has been shown that Oct4 directly prevents differentiation toward trophectoderm by forming a repressor complex with Cdx2, an inducer for trophectoderm differentiation [62]. This complex interferes with the autoregulation of these two factors, giving rise to a reciprocal inhibition system that establishes their mutually exclusive expression. The downregulation of Oct4 results in an upregulation of Cdx2, and vice versa. This might account for the segregation of the first two cell lineages in early embryonic development: pluripotent stem cells in ICM and trophectoderm cells. When the level of Oct4 was artificially raised by more than 50% of wild-type levels, with ES cells differentiated into endoderm and mesoderm, indicating that in ES cells, continuous Oct4 function at appropriate levels may be crucial to maintain pluripotency. However,
Oct4 cannot act alone to maintain pluripotency, and interaction with other factor(s) and signaling pathways like LIF/Stat3 and BMP/Smad is required. Many of the genes that are regulated by Oct4 signaling also contain Stat binding sites, suggesting that these Oct4 and LIF/Stat3 could act cooperatively in regulating the expression of ES cell-specific genes.

**Nanog** Nanog is a homeodomain-containing protein, and is expressed in a restricted range of cell types [63,64]. Nanog mRNA is present in pluripotent mouse and human ES cells, and absent from differentiated cells. In embryo, Nanog expression is first detected in morula, increases in the early blastocyst, and declines prior to implantation. Following implantation, Nanog is expressed in only a subset of epiblast cells and rapidly downregulated on entry into the primitive streak. Nanog is also expressed in developing germ cells. Deletion of Nanog prevents acquisition of pluripotency in the ICM of preimplantation mouse blastocyst. Downregulation of Nanog via siRNA in human ES cells leads to a significant downregulation of Oct4 and loss of ES cell surface antigens, and differentiation toward extraembryonic endodermal lineages [65]. Endogenous Nanog acts in parallel with cytokine stimulation of Stat3 to drive ES cell self-renewal. Nanog overexpression from transgene constructs is sufficient to maintain constitutive self-renewal in mouse ES cells, bypassing LIF/Stat3 and BMP/Smad/Id pathways [66]. It has been shown that overexpression of Nanog can also enable both human and primate ES cell self-renewal in the absence of feeder layers [67,68]. Perhaps appropriately, Nanog is considered a core element of the pluripotent state. However, Nanog function still requires the continued presence of Oct4. Elevated Nanog expression is not sufficient to prevent ES cell differentiation into trophectodermal lineage when Oct4 expression was repressed. Using a genome-scale analysis to identify a cohort of genes that respond to Oct4, Sox2, and Nanog in human ES cells, it has been observed that a majority of genes coregulated by Oct4 and Sox2 are also targets of Nanog. It will be interesting to see whether this regulatory circuitry is functionally important in both mouse and human ES cell fate regulation. More recently, the same group that initially identified the Nanog found that transient downregulation of Nanog in ES cells appears to predispose cells toward differentiation, yet is fully reversible. Permanent deletion of Nanog gene in ES cells reduces but does not eliminate clonogenic self-renewal. Nanog-null ES cells can reenter embryo development and contribute extensively to all three germ layers. Interestingly, Nanog-null ES cells can also be recruited to the germline. However, primordial germ cells lacking Nanog fail to mature on reaching the genital ridge. This suggests that Nanog also has a specific role in the formation of germ cells in addition to epiblast. Rather than being part of the integral machinery of pluripotency, it was proposed that Nanog may act primarily in establishing the unique states of epiblast and germ cells.

**Sox2 and FoxD3** Sox2 and FoxD3 are the two transcription factors that have been suggested to interact with Oct4 and contribute to pluripotency. Sox2 is a HMG DNA-binding domain containing transcription factor. ICMs from Sox2 knockout embryos cannot give rise to ES cell lines. Instead, they differentiate into both trophectodermal
and primitive endodermal cell types. This suggests that Sox2 also play a pivotal role in the establishment of ES cell identity [69]. Sox2 is one of the four transcription factors that were reported to be sufficient to establish pluripotency in the nuclei of fibroblasts when they were forcibly expressed [70]. The other three factors are Oct4, Klf4, and c-Myc. Sox2 seems to be essential in the regulation of several Oct4 target genes at the transcriptional level [71]. However, it has not yet been proved that Sox2 is required in order to enable Oct4 to block trophectodermal differentiation. FoxD3 is a forkhead transcription factor. Its expression is detectable in the blastocyst and later in the postimplantation egg cylinder epiblast. FoxD3 knockout embryos survive until about E6.5 [72], suggesting that Foxd3 is required at a stage beyond establishment and maintenance of a pluripotent ICM.

1.4.4 Negative Regulators of ES Cell Self-Renewal

**Socs3**

Socs3 is a member of the family of suppressors of cytokine signaling, which act as classical negative regulators to attenuate the signal leading to their induction. In ES cells, Socs3 is an immediate target gene of the LIF/Stat3 pathway. Overexpression of Socs3 has been suggested to have an apoptotic effect on ES cells [73]. When ES cells are transfected with Socs3 transgenes, there is a significant decrease in colony formation. Among the formed colonies, the majority are morphologically differentiated even in the presence of LIF [66]. Therefore induction of Socs3 is considered a negative feedback of the LIF/Stat3 pathway in ES cell self-renewal regulation. However, a more recent study on Socs3-null ES cells suggested otherwise [74]. When cultured in LIF levels that sustain self-renewal of wild-type cells, Forrai and coworkers found that Socs3-null ES cell lines actually exhibited less self-renewal and greater differentiation into primitive endoderm. The absence of Socs3 enhanced JAK-STAT and Erk1/2 signal transduction via gp130 in response to LIF stimulation. Attenuation of ERK signaling by the addition of MAPK/ERK kinase inhibitors to Socs3-null ES cell cultures rescued the differentiation phenotype, but did not restore proliferation to wild-type levels. These data suggest that the level of Socs3 expression might be critical in the regulation of mouse ES cell self-renewal mediated by the LIF/Stat3 signaling pathway.

**Gata Factors**

Gata4 and Gata6 are zinc finger-containing transcription factors that have been shown to play a pivotal role in the initiation and promotion of differentiation of extraembryonic endoderm. They are expressed in the primitive endoderm and its derivatives, the visceral endoderm and parietal endoderm [75]. Gata4-null mice die between E8 and E9 as a result of defects in heart morphogenesis [76,77]. Gata6 null mice die at E5.5 because of defects in visceral endoderm formation and subsequent extraembryonic development [78]. Gata6 is considered an upstream regulator of Gata4 because loss of Gata6 expression results in the absence of Gata4, whereas loss of Gata4 leads to the upregulation of Gata6 [76,78]. Gata6 and Gata4 mRNAs are detectable in undifferentiated ES cells by RT-PCR, but not by Northern blot analysis, indicating very weak expression of these genes. Gata4 mRNA is increased during ES cell differentiation induced by elevation of Oct4 or withdrawal of LIF [61]. Forced
expression of either Gata6 or Gata4 in mouse ES cells causes ES cells to differentiate uniformly into primitive endoderm even in the presence of LIF [79]. Interestingly, ES cells lacking Nanog also tend to differentiate into primitive endoderm [63,64].

1.5 DIFFERENTIATION OF ES CELLS

Embryonic stem cells have the capacity to produce every type of fetal and adult cell both in vitro and in vivo. In culture, when factors that sustain ES cell self-renewal are removed, ES cells will differentiate and, under appropriate conditions, will generate progeny consisting of derivatives of the three germ layers: mesoderm, endoderm, and ectoderm. In order to use ES cell-derived cells therapeutically, it is critical to know whether they are functional in vivo. There is increasing evidence suggesting that these in vitro–generated cells can integrate and function when transplanted into adult tissue. For example, cardiomyocytes from differentiating ES cells have been shown to form stable intracardiac grafts when injected into ischemic rat hearts [80]; and glia precursors derived from mouse ES cells interacted with host neurons and efficiently myelinated axons in brain and spinal cord when transplanted into a rat model of acute demyelination [81]; dopaminergic neurons from ES cells can show electrophysiological and behavioral properties expected of neurons from the midbrain and can restore cerebral function and behavior in an animal model of Parkinson’s disease [82,83].

Two general approaches are used to initiate ES cell differentiation (Figure 1.3). The primary approach is to allow ES cells to grow in suspension and form three-dimensional aggregates known as embryoid bodies (EBs) [84]; another approach is called monolayer differentiation. ES cells differentiate readily in monolayer culture when deprived of LIF or feeder support [85,86]. Both approaches have been successful in the generation of certain cell types from ES cells.

Within the EBs, cellular differentiation proceeds on a schedule similar to that in the embryo but in the absence of proper axial organization or elaboration of a body plan [87]. Each EB develops multiple cell types and further differentiation is elaborated on subsequent attachment and outgrowth. It is possible to bias the differentiation for or against certain cell types by addition of different factors such as retinoic acid [88]. However, in the absence of understanding how to instruct ES cells uniformly to enter a lineage of choice, it is still a challenge to direct ES cells into specific pathways and then to support the viability and maturation of individual differentiated phenotypes. As a result, the differentiation products from ES cells by different protocols remain a mixture of cell types. Several strategies have been developed to isolate cells of interest from the mixed cell populations. One cell type from each germ layer will be chosen to elucidate such strategies.

1.5.1 Neural Differentiation (Ectoderm)

Both mouse and human ES cells differentiate efficiently into neural precursor cells on withdrawal of serum in adherent monolayer culture [86,89,90] or via treatment of embryoid bodies with retinoic acid [91–93]. Under appropriate conditions, each of the
three major neural cell types of the central nervous system, neurons, astrocytes, and oligodendrocytes, as well as subtypes of neurons, can be generated [94,95]. For instance, midbrain dopaminergic neurons were derived at relatively high efficiency from Nurr1 overexpressed ES cells or ES cells grown on stromal cell layers [83,96]. Addition of SHH and FGF8 seemed to dramatically increase the dopaminergic neuron production [83]. Nurr1, SHH, and FGF8 are required for the development of this class of neurons in the early embryo [97,98]. Oligodendrocytes can also been derived and enriched from both mouse and human ES cells and proved to have biological functionality [99,100].

Embryonic stem cell–derived neural cells provide an unlimited source for potential application in cell replacement therapies for neurodegenerative diseases such as Parkinson’s disease and Alzheimer’s disease. However, before ES cell–derived neural cells can be used clinically, it is important to develop strategies to purify neural cell population of interest, as the resulting cell populations from ES cells are always heterogeneous. Neural stem cells or specific differentiated neural cells can be purified with restricted expression of marker genes, a process termed the lineage selection strategy [92,101], or through selective culture conditions and/or clonal expansion [102,103]. Both Sox1 and Sox2 have been used as markers to purify neural precursors.
from ES cell culture [101]. Sox1 and Sox2 are members of the B group of Sox family transcription factors [104]. Sox2 is expressed in neural precursors as well as in undifferentiated ES cells. In order to enrich Sox2-positive neural precursors and eliminate any residual Sox2-positive ES cells after differentiation, an ES cell line OS25 has been generated in which a bifunctional βgeo cassette was inserted into the Sox2 locus and an hphtk was inserted into the Oct4 locus. The βgeo in the Sox2 locus will permit enrichment for neural precursors and the hphtk in the Oct4 locus will allow to eliminate any residual ES cells by the addition of gancyclovir [101]. Sox1 is one of the best markers for neural stem cells. It is expressed specifically in neuroectoderm at the formation of the neural plate and downregulated at the onset of both neuronal and glial differentiation [105], and importantly, it is not expressed in undifferentiated ES cells. A Sox1-GFP ES cell line was generated by introducing the eGFP into the Sox1 locus, so the Sox1-positive neural precursors derived from ES cells can be purified by FACS sorting. The Sox1-GFP ES cells also harbor a pac gene that is coupled to Sox1-GFP via an internal ribosome entry site and is therefore co-expressed with Sox1. After neural differentiation, brief exposure to puromycin results in pure Sox1-positive neural precursors by rapidly eliminating on of Sox1-negative cells [86].

Conti’s group reported that neural precursors generated from both mouse and human ES cells can be maintained in culture for a prolonged time while retaining the capability to differentiate into all three types of neural cells [102]. Neural precursors are expanded readily in adherent conditions using a combination of EGF and bFGF in serum-free medium. Interestingly, they found that nonneural cell types and differentiated neural cells cannot grow under these conditions and thus are able to generate pure neural stem cell population without any genetic interventions. These cells are remarkably homogeneous and show similarities to radial glia.

1.5.2 Hematopoietic Differentiation (Mesoderm)

Embryonic stem cells can be induced to differentiate into several mesodermal cell lineages, including hematopoietic, cardiac [106], adipogenic [107], osteoblast [108], and myogenic cells [109]. Specific differentiation factors are required for the efficient generation of these cell types from pluripotent ES cells. Of all mesoderm lineages derived from ES cells, hematopoietic differentiation has been studied in most detail. Under appropriate culture conditions, development of the hematopoietic lineages has been demonstrated to be highly reproducible and efficient [84]. Hematopoietic commitment within these cultures can be monitored by gene expression pattern, the appearance of specific cell surface markers, and the development of clonable progenitors. With these assays, several groups have analyzed in details the early stages of hematopoietic commitment within EBs. Application of serum and cytokines such as IL3, IL1, and granulocyte macrophage colony stimulating factor (GM-CSF) to ES cells generates early hematopoietic precursor cells expressing both embryonic z globin (βH1) and adult β major globin RNAs. Different hematopoietic cell types including erythroid, myeloid, and lymphoid lineages and natural killer cells have also been generated from ES cells when cocultured with OP9 cells. In addition to phenotypic characterization of ES cell-derived hematopoietic cells by specific gene
expression patterns and by surface antigens, it is of even greater importance to demonstrate that these cells are indeed functional. ES cell–derived hematopoietic progenitors have been shown to have a long-term multilineage hematopoietic repopulating potential [110,111]. There is also strong evidence suggesting that regulation of hematopoietic development in the EBs is similar to that in the early embryo.

Several studies have documented hematopoietic development in human ES cells. By applying a combination of different factors, including BMP4, stem cell factor, and FLT3L, human ES cells have been induced to differentiate into hematopoietic lineages robustly [112–114]. Differentiation of hematopoietic colony-forming cells from human ES cells can also be achieved by coculture with mouse bone marrow stromal cells in the presence of serum [115].

1.5.3 Insulin-Producing Pancreatic Cells (Endoderm)

Efficient and reproducible generation of endoderm derivatives from ES cells, such as pancreatic β cells and hepatocytes, holds great promise for potential clinical treatment of type I diabetes and liver disease. Several groups have claimed to have derived endoderm lineages from ES cells, including pancreatic islets [116,117], hepatocytes [118–120], thyrocytes [121], lung [122], and intestinal cells [123]. Compared to the generation of mesoderm and ectoderm from ES cells, the progress in endoderm cell differentiation from ES cells has been slow. This is in part because there are no specific inducers of endoderm lineage and there are no good markers to identify or separate definitive endoderm from other lineages at different differentiation stages. Most of the markers currently used for definitive endoderm have an overlapping expression patterns with visceral endoderm, an extraembryonic tissue, and do not contribute to the formation of any tissue of embryo or adult.

Lumelsky and colleagues [124] developed a five-step protocol to induce ES cells differentiation into pancreatic islet-like cells. These cells expressed insulin and other pancreatic endocrine hormones. They self-assembled to form three-dimensional clusters similar in topology to normal pancreatic islets where pancreatic cells are in close association with neurons. Glucose triggers insulin release from these cell clusters by mechanisms similar to those employed in vivo. When injected into diabetic mice, the ES cell–derived insulin-producing cells undergo rapid vascularization and maintain a clustered, islet-like organization. However, when tested for their ability to function in vivo following transplantation into streptozotocin (STZ)-induced diabetic mice, these cells failed to correct the hyperglycemia of these animals [124]. This could be due to the fact that the cells were too immature or that they were not true islet cells. Subsequently several groups have modified this protocol and reported that the islet-like cells they derived from ES cells were functional and could improve the hyperglycemia in STZ-induced diabetic mice. These were achieved by forced expression of Pax4 [125] or pancreatic duodenal homeobox 1 (Pdx1) [126] during ES cell differentiation, or by treatment of cells with the inhibitor of phosphoinositide 3-kinase (PI3K), LY294002 [127] at the final stage. Pax4 and Pdx1 are transcription factors that play an essential role during β-cell development [128].
Kahan’s group [129] developed another approach to derive islet-like structure from ES cells. They found that, following growth and differentiation in nonselective medium containing serum, mouse ES cells spontaneously differentiated into cells individually expressing each of the four major islet hormones: insulin, glucagon, somatostatin, and pancreatic polypeptide [129]. This system allows the investigation of many facets of islet development since it promotes the appearance of the complete range of islet phenotypes and reproduces important developmental stages of normal islet cytodifferentiation in differentiating ES cell cultures. However, the efficiency of generation of islet-like cells from ES cells is very low. Micallef and coworkers [130] developed a strategy to select for early pancreatic cell population from the mixed ES cell differentiation culture. They generated an embryonic stem (ES) cell line in which sequences encoding GFP were targeted to the locus of Pdx1 [130]. Pdx1 is expressed in the earliest stages of pancreatic development as the organ rudiments are specified from the gut endoderm [128].

Insulin-producing β cells have also been generated from human ES cells [131,132]. The approach used to induce human ES cell differentiation into islet-like structures is similar to that of mouse ES cells [124]. First human ES cells were grown in suspension to allow the formation EBs. The EBs were then cultured and plated in an insulin–transferring–selenium–fibronectin medium, followed by medium supplemented with N2, B27, and bFGF. Next, the glucose concentration in the medium was lowered, bFGF was withdrawn, and nicotinamide was added. Reverse transcription–polymerase chain reaction detected an enhanced expression of pancreatic genes in the differentiated cells. Immunofluorescence and in situ hybridization analyses revealed a high percentage of insulin-expressing cells in the clusters. In addition to insulin, most cells also coexpressed glucagon or somatostatin, indicating a similarity to immature pancreatic cells. These findings validate the human ES cell model system as a potential basis for enrichment of human β cells or their precursors, as a possible future source for cell replacement therapy in diabetes.

1.6 CONCLUSIONS

Embryonic stem cells have the ability to form all three embryonic germ layers and their differentiated derivatives in vitro and in vivo. They can be manipulated by controlling their growth conditions or by introducing genetic modifications, allowing the controlled direction of their differentiation into specific cell types. Because of these qualities, there are many ways in which ES cells might be used in basic and clinical research. The most obvious potential application of human ES cells would be the generation of cells and tissues for cell-based therapies. Although significant progress has been made toward an understanding of ES cell biology, the mechanisms by which the ES cell fate is regulated are still largely unknown. In order to fully realize the potential of ES cells, several fundamental questions need to be addressed. First, while some of the pathways controlling mouse ES cell self-renewal have been identified, none of these appear to function equivalently in both humans and mice. This raises the question as to whether the fundamental mechanisms underlying ES cell self-renewal
are shared or distinct among different species. We expect that cross-species comparisons using large-scale genomic analysis will provide a better understanding of the conserved and divergent pathways required for ES cell self-renewal. While numerous studies have demonstrated that ES cells have the potential to differentiate into nearly all the specialized cell types in the body, little is known about the routes by which specialized cell types arise from ES cells. Among other methods, gene expression profiling using whole-genome microarrays and epigenomics for the detection of “silenced” region of chromosomes known to be involved in cell fate decision, are likely to provide important insights into the basic mechanisms controlling ES cell differentiation.
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ADULT STEM CELLS
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Physicians of the early twentieth century noted leukemia as a rare malady common to radiologists and those involved with radioactive research [1]. The mechanism by which radiation causes the hematopoietic system to become cancerous and produce so many leukocytes as to have a disease termed “white blood” in Greek, would not be a central focus of scientific inquiry until the early hours of August 6, 1945 [2]. The destruction of Hiroshima, and days later Nagasaki, marked the first use of atomic bombs in warfare and subsequently the first exposure of a large group of humans to ionizing radiation. Many of those who did not die from the initial blast later died from hematopoietic disease because of the presence of either too many white blood cells [1] (leukemia) or too few white blood cells [2] (infection). The discovery soon after that lead shielding of the spleen during irradiation [3] or transplantation of bone marrow into irradiated mice [4] allows survival of what would be otherwise lethal doses of radiation, spurred James Till and Ernest McCulloch to further experiment with bone marrow transplantation and irradiation, eventually leading them to discover that a single cell was able to repopulate those blood cells killed by radiation damage. This cell is known today as the hematopoietic stem cell, and its discovery marked the founding of the field of stem cell biology [5].

Today, science has been able to elucidate the maintenance of tissues through the characterization of multiple types of adult stem cells, including surprises such as the neural stem cell and also show that a stem cell population is not responsible for the maintenance of some tissues, such as the insulin-producing-β-cell of the pancreas [6]. This chapter introduces the adult stem cell, differences between adult stem cells and
embryonic stem cells, and types of adult stem cells, as well as their maintenance, discovery, disregulation, and therapeutic applications.

2.1 ADULT STEM CELLS

The discovery by Till and McCulloch that bone marrow was able to rescue a lethally irradiated mouse was not in itself groundbreaking, but rather that they observed what others had not. Through an ingenious cell labeling technique, the two demonstrated that one cell was able to divide into many different cell lineages, in this case, cell types of the hematopoietic system [7]. Additionally, by removing colonies formed of injected cells that had grown in the spleen of rescued mice and injecting them into a second irradiated mouse, a technique known as *serial transplantation*, they showed that adult stem cells are able to self-renew [8], laying the foundation for the three fundamental properties of adult stem cells: an ability to differentiate into multiple cell types, an ability to self-renew, and a persistence for the entire life of the animal [9]. These three requirements are fundamental aspects of stem cell biology. The blood of adult humans completely renews itself every 120 days [10], skin every 2–3 days, and the intestinal lining every 3–5 days, all by stem cell proliferation. Furthermore, cellular populations destroyed through normal apoptotic processes, external tissue damage, and invading pathogens must also be replenished, a process that often involves adult stem cells.

Adult stem cells are similar to embryonic stem cells in their ability to terminally differentiate and to self-renew, but differ in their potency. An adult stem cell is multipotent and completely restricted to a specific tissue lineage, whereas an embryonic stem cell is pluripotent and able to differentiate into many different tissue lineages, including adult stem cells (Figure 2.1). Also in contrast to embryonic stem cells, adult stem cells are present for the adult lifespan of the organism; embryonic stem cells are present only early in gestation [3].

Similar to embryonic stem cells, the path from adult stem cell to terminally differentiated somatic cell involves intermediate steps. Cells that fall between adult stem cells and a specific cell type are known as *progenitor cells*, which are more limited than adult stem cells in their proliferative capacity, yet are still able to become one or more cell types [9]. When an adult stem cell or progenitor cell divides, it can do so in two ways, either symmetrically or asymmetrically. If a cell undergoes symmetric division, both of the daughter cells will be of the same cell type; in the case of adult stem cells these either will both be adult stem cells [11] (self-renewal) or will each be a cell of more limited proliferative capacity (progenitor or terminally differentiated cells). If a cell undergoes an asymmetric division, the daughter cells are different from one another: one remains an adult stem cell, and the other is a cell type with more limited proliferative capacity. The path from adult stem cell to differentiated cell can be regarded as a hierarchy, with the adult stem cell at the top and the different terminally differentiated cell lineages at the bottom, with all steps in between consisting of more and more limited intermediate progenitor cells. Finally, adult stem cells can be divided into two
major groups, somatic stem cells (SSCs) and germline stem cells (GSCs) [12]. Organogenesis arises through the proliferation and differentiation of the SSC population, while GSC sustains reproductive activity.

2.1.1 Regulation and Disregulation of Adult Stem Cells

The ability of adult stem cells to be long-lived and self-renew is a behavior similar to that of cancer cells. Disregulation of hematopoietic stem cells is sometimes responsi-
ble for leukemias [13]. Over the life of a stem cell mutations may accumulate that will not be ablated through apoptosis, some of which may be oncogenic. Because adult stem cells self-renew as an inherent qualification, they may require fewer mutations than either terminally differentiated or progenitor cells to become cancerous [13]. Mitotic activity and proliferation are inversely related to potency in the adult stem cell system (in blood [13], in skin [14]), but uncontrolled division of progenitor populations that have the ability to become different types of terminally differentiated cells is an unquestioned parallel to cancer.

The body is able to control proliferation of adult stem cell populations through the use of a highly regulated area of residence termed the niche. When Till and McCulloch transferred bone marrow suspension into an irradiated mouse, they noticed colonies forming in the spleen of the mouse, made up of many different types of hematopoietic cells [5]. In bone marrow, the location of the HSC niche, HSCs do not proliferate uncontrolled, as was observed in the spleen colonies [5]. The concept and construction of the niche is able to prevent cancerous growth and promote necessary division under normal circumstances.

2.2 THE NICHE

2.2.1 Introduction

Seeking to further quantify the proliferative ability of the recently identified HSC, Till and McCulloch conducted serial transplant experiments using cells from the spleen colonies, so-called spleen colony-forming units (CFU-S) [15]. What they found was a progressive loss of the ability for donor CFU-S cells to repopulate irradiated mice. This became a mystery, as it was known that a key property of stem cells was the ability to self-renew, an attribute that would preclude the CFU-S population from being the true hematopoietic stem cell, yet, the colonies formed in the spleen contained clonal populations of all hematopoietic lineages, requiring the presence of HSC [16]. Robert Schofield proposed that the bone marrow, not the spleen, was the true residence of the HSC. He postulated that bone marrow harbored a special population of cells able to control HSC homeostasis by regulating stemness and division [16]. The niche hypothesis resolved the issue of CFU-S repopulation efficacy by explaining that those HSCs that took up residence in the spleen were not residing in the niche, and therefore were not self-renewing. This caused the irradiated mouse on the receiving end of the transplant to receive fewer and fewer HSCs [16]. Schofield’s niche hypothesis has proved to hold up to the test of time, and today scientists are just starting to appreciate the full complexity of this simple idea.

2.2.2 Overview

Although different adult stem cell populations are maintained and regulated in unique ways within their individual niches, there exist in most cases variations on common themes. Regulation of proliferation is tightly and locally controlled by supporting cells
within the niche [14,17]. The niche is generally composed of adult stem cells and supporting cells (nurse cells) [18]. It is the nurse cells that are responsible for maintaining homeostasis within the stem population, secreting paracrine cytokines and factors in response to endocrine signals (in blood [17]). Physical contact between nurse cells and adult stem cells is mediated in multiple cases by cadherins and β-catenin, creating an anchorage for stem cells (Figure 2.2) [19–21].

The importance of the regulatory role played by the nurse cells is apparent in experiments attempting to determine the location of stem cells. The transplantation of suspected adult stem cell niches for hair into the immunoprivileged kidney cap of athymic mice causes uncontrolled proliferation [14]. By acting as a molecular gatekeeper, nurse cells ensure that adult stem cell populations are maintained at levels needed to ensure long-term stability of various tissues through the self-renewal pathway [17]. Alternatively, nurse cells are able to respond to tissue damage by stimulating growth and proliferation of stem cells in order to replace cells lost to tissue damage or apoptosis.

Adult stem cells and their lineage-associated progenitors allowed to proliferate in the absence of the strict niche environment can wreak havoc on the organism. The mutation of nurse cells to either continually stimulate adult stem cells to divide or to stop inhibiting division is postulated as a possible oncogenic pathway [22]. This is not surprising, as Till and McCulloch demonstrated the ability of small numbers of adult

FIGURE 2.2 Adult stem cell niche. Adult stem cells are maintained in a specialized environment known as the niche that is characterized by the presence of stem cells and support cells. Paracrine signaling between the support cell and the stem cell is required to prevent differentiation. Asymmetric division of the stem cell produces daughter cells with different proliferative capacities. (a) The daughter stem cell remaining in contact with the support cells will retain its stemness while (b) the daughter progenitor cell not receiving cellular signals from the support cell will begin to differentiate, according to environmental cues, and eventually produce terminally differentiated cells. (See insert for color representation.)
hematopoietic stem cells to proliferate uncontrolled into clonal populations large enough to be seen without the aid of a microscope [5]. The ability to survive in the absence of the niche has been proposed as the key difference between adult stem cells and cancer stem cells [12].

### 2.2.3 Regulation of Differentiation and Self-Renewal and the Drosophila GSC Niche

The niche may regulate the fate of stem cells in two different ways. In the lineage mechanism, cellular contact between the nurse and stem populations is required to retain stemness [20]. During division, the mitotic spindle is oriented so that one of the two daughter cells face away from the nurse cell population and is not able to receive signals from the nurse cells to self-renew as a stem cell and thereby differentiates. In the population mechanism, other factors determine the outcome of mitosis [11,23].

While niches regulating mammalian adult stem cell populations are not fully characterized or are the subject of controversy, the germ stem cell niche of the invertebrate drosophila is well understood. In drosophila, the germ stem cell (GSC) niche is well illustrated to operate through a lineage mechanism. Direct contact between the GSC and the hub cells of the drosophila testes niche are required to maintain the stemness of GSC. The contact between the hub nurse cell and the adult stem cell allows for cytokines bone morphogenetic protein (BMP) and unpaired (Upd) protein of hub origin to activate the JAK-STAT signal transduction pathway within the GSC, maintaining stem cell behavior [20,24–26]. On division, the mitotic spindle is arranged perpendicular to the associated hub cell, such that one of the dividing GSC daughter cells will be in contact with a hub to renew the GSC population, and the other will become a primary spermatogonium—a sperm progenitor cell [27]. Orientation of the mitotic spindle is effected by localized concentrations of mammalian tumor suppressor adenomatous polyposis coli (APC) homologs interacting with drosophila cadherin and catenin [20]. Mutations within Apc2, one of the drosophila homologs, can cause misorientation of the mitotic spindle during division and result in both daughter cells remaining in contact with the hub. This disregulation of the niche will, in turn, expand the GSC population [20].

Also in contact with the hub cells are a selection of somatic progenitor cells known as cyst progenitor cells [27]. These progenitors, like the drosophila testes GSC, divide asymmetrically such that one of the daughter cells is in contact with the hub and the other is not. Unlike the GSC of the drosophila testes, the cyst progenitor cell is in contact with the hub only through a small cytoplasmic extension. The divisions of the cyst progenitor cells and the GSC are temporally related such that two cyst cells, the product of cyst progenitor division, envelope one primary spermatogonium. These three cells will then proceed to develop into 64 mature sperm through four mitotic and two meiotic divisions of the primary spermatogonium. Throughout the differentiation process of the spermatogonium, the cyst cells do not divide further [27]. Like many adult progenitor populations [28], the differentiating and dividing progeny of the GSC move away from the niche [27] to avoid tumorigenesis [28].
The lineage mechanism is further illustrated in the drosophila ovary. GSC are regularly lost [11] at a low rate to differentiation, requiring the constant replacement of this population. Contact with the Cap cells, which act in a similar manner to the Hub cells in the drosophila testes [11], allows a resident GSC to divide symmetrically into two GSCs when the maintenance of homeostasis requires an increase in GSC population. Drosophila ovary GSC also divides asymmetrically in a fashion similar to drosophila testes GSC.

2.2.4 Location and Identification

Identifying an adult stem cell niche is a technically difficult task [23]. Before a niche may be identified, the resident stem cell and its associated lineages must be known. By replacing resident stem cells with stem cells marked with a reporter gene, such as green fluorescent protein or lacZ, an assay may be implemented that follows marked stem cell progeny. After identifying areas that allow marked stem cells to proliferate at the same rate and potency as expected in a homeostatic environment, experiments to identify protein expression patterns of neighboring cells and subsequent results of interfering with cytokine expression may reveal niche compositions [23,29].

In the case of drosophila testes and ovum, the introduction of mutations in combination with reporter genes was able to give researchers the information necessary to identify the respective niches. By mutating \textit{apc2} within drosophila testes [20], Yamashita and colleagues were able to identify unusual division patterns within the known germ stem cell population that increased GSC numbers. The investigators were able to quantify the disregulation of division after the mutation by examining cellular localization of two proteins: \(\alpha\)-tubulin, which is expressed throughout the cell, and \(\gamma\)-tubulin, which is expressed in the centrosome, a key component of division. When mutated, centrosome protein \textit{centrosomin} was also observed to cause misorientation of the mitotic spindle such that the plane of division was not perpendicular to the associated hub cell [20].

The identification of the niche, and more importantly the “how” of its regulation of associated stem populations, is a task intertwined with many therapeutic applications. The disregulation of stem cell proliferation may result in a cancerous phenotype, and their expansion is important for recovery after therapies that destroy rapidly dividing tissues, burn treatments, and neurodegenerative diseases such as Parkinson’s disease.

2.2.5 Therapeutic Considerations

Understanding the molecular mechanisms by which the niche controls stem cell self-renewal and differentiation is a critical step in both \textit{in vivo} and \textit{in vitro} manipulation of stem cell populations. Understanding of how stem cells are maintained within the niche has allowed for medical applications by mobilizing stem cells in blood for transplant [30] to improving brain recovery after stroke [31]. The niche is the ultimate regulator of adult stem cells and further understanding of the molecular mechanisms
involved in homeostasis will allow researchers to recapitulate the niche ex vivo, improving in vitro culture, making it possible to expand or preserve adult stem cell populations.

2.3 HEMATOPOIETIC STEM CELLS

The discovery of clonal colonies of many types of hematopoietic cells in the spleen of irradiated mouse bone marrow transfer recipients launched the field of stem cell biology. Today, inroads into diseases involving blood regulation such as leukemia, bone marrow failure, and side effects from disease treatment such as radiotherapy and chemotherapy for cancers are being better managed owing to discoveries in the field of hematopoietic stem cell research. The continuing use of bone marrow transplants in the management of these and other disorders has and will continue to benefit from stem cell research.

The HSC is the only cell able to reconstitute the entire hematopoietic system including erythrocytes (red blood cells), lymphocytes (T, B, and natural killer cells), granulocytes; monocytes, and platelets [2]. The characterization of the HSC using cell surface markers was able to isolate populations [32,33] capable of becoming cells of a specific lineage; however, these do not fit the proliferative capacity of an adult stem cell and are thus progenitors.

To date, the hematopoietic stem cell is the most extensively characterized adult stem cell population. Bone marrow transplants are commonplace in therapeutic applications, and bone marrow banks exist in the United States, Australia, China, and other countries. It is the bone marrow that is banked and not HSC themselves, as the bone marrow has been identified as the HSC niche [5].

2.3.1 Identification

Although it has been known that the HSC resides within bone marrow since the original observations by Till and McCulloch that serially transplanted cells originating within the bone marrow are able to give rise to clonal colonies of many different cell types (Figure 2.3), it wasn’t until a quarter of a century later that the HSC was purified [33]. Recognizing that terminally differentiated B cells of the hematopoietic lineage express a cell surface marker not present on B-cell progenitors, Gerald Spangrude and colleagues in the Weissman lab were able to sort B-cell progenitors from B cells using monoclonal antibodies to the differentially expressed surface marker and fluore-scence-activated cell sorting [33]. Extending this negative selection process, Spangrude was able to define hematopoietic stem cells as those cells that express low levels of differentiation marker Thy1, do not express T-cell markers CD4 or CD8, B-cell marker B220, myelomonocytic marker Mac1, or granulocyte marker Gr1 [33]. This arrangement of cell surface antigens is commonly referred to as $\text{lineage minus}$ (lin minus). Experimenting with a set of monoclonal antibodies raised against T-cell progenitors it was discovered that stem cell antigen1 (Sca1)-positive cells, a minor subset of the original negatively sorted population, give a nearly one-to-one ratio of
Discovery of the hematopoietic stem cell. Discovery of adult stem cells resulted from the experimental observation that bone marrow transplants in mice are able to reconstitute blood lineages that had been destroyed by lethal radiation treatment. (a) Mice are unable to survive certain levels of radiation exposure. Transplantations of bone marrow from a mouse that was not exposed to radiation to mice receiving lethal irradiation. Large colonies observed in the spleens of mice received bone marrow suspension transplantations were found to consist of multiple hematopoietic lineages. (b) These lineages were later found to be clonal and thus derived from a single progenitor or “stem” cell using sublethal radiation treatments that caused visible chromosomal abnormalities. A single abnormality was found in multiple cell types, indicating that they originated from a single parent cell. (See insert for color representation.)
injected cells postulated to lodge in the spleen to macroscopic colonies formed, using the original Till–McCulloch spleen colony-forming assay [5,33]. Furthermore, the Thy1 lo, lin minus, Sca1-positive population was able to differentiate into all lineages within the hematopoietic family, while Sca1-negative cells were not. Later this subset was further purified to exclude c-kit-negative cells [34].

While these experiments involved only murine HSC, it was not long before the same techniques were employed to isolate human HSC. The proposed human HSC population is Thy1 lo, lin minus, CD34-positive [32]. The experiment used the ability of an isolated population of human cells to differentiate into donor-derived hematopoietic lineages within a severe combined immunodeficient (SCID) mouse as the bar necessary to constitute an HSC [32]. Today, the standard measurement of whether a cell population contains HSC is the ability of the population to reconstitute a live hematopoietic system [35].

2.3.2 Niche

The HSC is known to reside primarily within a niche situated in the bone marrow [17], but also circulates transiently throughout the cardiovascular system [36]. This transient movement has been shown by the parabiosis of mice expressing a constitutive green fluorescent reporter gene (GFP) with a littermate that does not [37] as well as through the parabiosis of mice differing in the CD45 locus [36]. This surgical joining of the two cardiovascular systems results in chimeric hematopoietic systems; the GFP-expressing mouse harbors HSCs that are wild-type and the wild-type mouse harbors HSCs that are GFP-positive [37]. The parabiosed mice continue to harbor short-lived hematopoietic lineages of partner origin long after being surgically separated, indicating a stable HSC chimerism, including self-renewal of the adult stem cell population [36].

Parabiosis experiments answered a question that had interested physicians and scientists alike for many years: How does bone marrow transplant work? With the knowledge that HSC transiently circulate through the cardiovascular system, scientists knew the mechanism by which a small number of HSC were able to repopulate an entire organism, they next wondered how it was that HSC were able to find their way into the bone marrow and why they stayed there.

Within the bone marrow niche, the bone-forming osteoblasts are the major effectors of HSC proliferation [17]. A subset of osteoblasts residing in the cancellous/trabecular area [21] characterized as spindle-shaped, N-cadherin-positive, and CD45-negative (SNO) form N-cadherin and β-catenin junctions between themselves and HSCs [21]. The cadherin–catenin interface is thought to provide a physical adherence between the SNO and HSC. The total number of osteoblast nurse cells is thought to be influenced by bone morphogenetic protein (BMP) [21]. The production of HSC-activating factors by osteoblasts may be the result of the binding of parathyroid hormone (PTH, an endocrine cytokine) or its relative, PTH-related protein (PTHrP) to its osteoblast receptor, PTH/PTHrP receptor (PPR). Binding initiates a signal cascade of the Notch1 pathway, eventually causing HSC replication [38,39]. Along with Notch, Wnt and Sonic Hedgehog (Shh) have been
implicated as important HSC self-renewal pathways, activated through either direct cell contact or by secreted factors [40].

2.3.3 Therapeutic Applications

Therapeutic treatments for cancer routinely involve radiation and chemical therapies that destroy endogenous HSC populations. Patients must then rely on closely matched bone marrow donors for repopulation of their hematopoietic system. This introduction of foreign-derived blood cells sometimes results in graft-versus-host disease (GVHD) [41], whereas T cells that are present in the donor marrow population recognize the organs of the patient as foreign invaders and mount a massive, systemic attack, killing the patient. There is a period after the bone marrow transplant during which the patient lacks immunity and also a risk of bone marrow rejection by the body. All of these problems could conceivably be avoided if the bone marrow of the patient were saved before the cancer therapies, but cancerous cells often contaminate bone marrow and blood [2]. Repopulating the patient with this population would nullify any therapeutic effects of radiation and chemical therapies by returning cancerous cells to the body.

By recovering a pure HSC population prior to immunoablative therapy, it is possible to reconstitute a patient’s hematopoietic system without need of a donor and without relapse. This procedure uses cell surface markers to positively sort HSC, which removes both cancerous and T-cell populations from the donor pool [2,30]. Using these cells to repopulate a patient’s hematopoietic system removes any potential for immune rejection, including GVHD, as there is no need for donor cells [30].

Routine organ transplantation may also benefit from a similar manipulation of the immune system. Organ rejection is one of the major concerns of transplantations and is now managed using immunosuppressants, exposing the body to pathogens of opportunity. A novel method of managing organ transplantation involves using HSC transplantation [2]. Transplantation of HSC triggers the body’s innate T-cell-negative selection process, removing immune agents prone to cause organ rejection [42]. Using a purified HSC population is thought to reduce immune rejection by inducing a selection process in the thymus that selects against both donor-derived T cells and host T cells [42], similar to the way that fetal development of the immune system eliminates T cells recognizing the self as foreign [43]. The HSC used in this procedure is not major histocompatibility (MHC) immunomatched with the patient, but the HSC population must originate from the donor of the organ [42]. While this method allows for self-recognition of donor organs MHC-matched to the HSC, transplants of organs not from either the donor or recipient do not benefit from this procedure [42].

2.3.4 Conclusion

From humble beginnings with Till and McCulloch’s observations in the mouse spleen to today’s life-saving applications in hematopoietic reconstitution after otherwise fatal therapies, hematopoietic stem cells have transformed the research and medical
communities and laid the groundwork for the field of adult stem cell biology. HSC continue to offer hope to those unable to find matched organs for transplantation or matched bone marrow for postcancer therapy.

Hematopoietic stem cells remain the best-characterized adult stem cell in humans and other mammals. Further studies into regulation of population expansion in the osteoblast niche will assist scientists in expanding rare HSC for therapeutic uses ex vivo, a technically difficult task still under intense research [2]. Already, the use of circulating HSC purified from blood is possible using agents designed to mobilize HSC from the marrow niche, but the potential long-term effects of this procedure are unknown [30]. The ability to expand blood-derived HSC ex vivo may nullify the need to expand circulating HSC concentrations. The future of adult hematopoietic stem cells and their therapeutic potential is extremely promising.

2.4 NEURAL STEM CELLS

It is almost intuitive that a complex system for renewal of the hematopoietic system must exist owing to the continual generation of blood components, especially erythrocytes (nucleus-free red blood cells) and T cells, which must be produced in large numbers to fight infection. The brain, however, is traditionally [44] regarded as a non-renewable organ: tissue damage to the central nervous system (CNS) is seldom repaired, resulting in paralysis, neurodegenerative disease, and blindness, among other conditions.

The challenge of the nonproliferation dogma gave researchers reason to attempt localization and characterization of the neural stem cells (NSCs) in a hunt to find cures or therapeutic applications, research that is today beginning to bear fruit. Evidence suggests that neural stem cells are able to respond to CNS damage by proliferation and migration [45,46], but the ultimate reasons that these cells lack the efficacy to repair routine damage remains to be seen.

The neural stem cell, more than any other adult stem cell, remains mysterious. It is known to reside in only two places in the human brain [19], but can be cultured and expanded successfully ex vivo into the three major cells types of the central nervous system: neurons, astrocytes, and oligodendrocytes [47].

2.4.1 Identification—A Case of Proliferation Markers

Evidence of postnatal neurogenesis first surfaced in 1965 [44], showing that neurons of young rats incorporated tritiated thymidine, a radioactive analog of the DNA base integrated into genomic DNA during mitosis. In 1982, bird researchers (ornithologists) Steven Goldman and Fernando Nottebohm used tritiated thymadine in an experiment designed to examine the possibility that male hormones caused the brains of female songbirds to enlarge to the size of a male’s brain. However, both the canary given testosterone and the canary given a negative vehicle control incorporated the thymidine marker, suggesting that neurogenesis was a normal part of adulthood in the bird [48].
It was not until 1998 that Peter Eriksson and colleagues, studying postmortem brain sections from terminally ill cancer patients, discovered strong evidence of a human adult neural precursor [49]. Cancer patients being intravenously administered a different DNA base analog, BrdU, for diagnostic purposes related to their cancer treatment regimen [49] were found to have multiple lineages of CNS neurons that stained positive for neuronal markers and for BrdU. As BrdU is incorporated into DNA during mitosis, these neurons were assumed to have arisen after the administration of the analog, ultimately originating from a neuronal precursor.

In 1999 several groups used a combination of drugs targeting mitotically active cells and tritiated thymidine to identify dividing CNS cells and their progeny [49–51]. This research identified astrocytes of the subventricular zone (SVZ) as able to survive the antimitotic treatment and give rise to multiple cell lineages, including migratory neurons destined for the olfactory bulb. These cells were identified by their incorporation of tritiated thymidine, given systemically 12 h after the destruction of the dividing progeny of the stem population [50].

Adult neurogenesis also occurs within the subgranular zone (SGZ) of the hippocampus as discovered by Bettina Seri and colleagues using a similar technique to describe the mitotic activity of an astrocyte population [52]. Proliferation in this brain region occurs at a lower rate than that of the SVZ, and progeny neurons are not migratory [19,47]. The potency of the NSC to differentiate into all neuronal subtypes has yet to be fully established, partially because of the extensive nature of the human brain [53]. However, of the two characterized proliferation centers of the adult brain, evidence exists that NSC from the SGZ transplanted into the SVZ are able to differentiate into olfactory neurons that both migrate and express proteins not transcribed by SGZ neurons [54].

2.4.2 Niche–SVZ

During embryonic neural development, neurons and glia develop via division and differentiation of cells in the ventricular zone (VZ), a layer of the neural tube [55]. In the mammalian adult, a region of the VZ, the subventricular zone (SVZ) remains a site of neural proliferation, generating neurons that migrate to the olfactory bulb (OB) via the rostral migratory stream [19,47,50]. The SVZ germinal area is composed of three cell types, conveniently labeled A cells (migratory neuroblasts), B cells (SVZ astrocytes), and C cells (progenitor or transit-amplifying) [19,56]. These three cell types are walled on one side by ependymal cells and are also contacted by the blood vessel–originating basal lamina [19], a layer of extracellular matrix (ECM) in this case so complex as to be termed “fractone”—a reference to fractals [57].

The B-cell astrocytes are the self-renewing stem cell population within the SVZ niche [50]. This population divides to produce a C-cell progenitor, which then rapidly divides to produce A-cell neuroblasts [19]. Cell surface markers can identify these three cell types. Self-renewing B cells express glial fibrillary acidic protein (GFAP), a glial marker, while C cells and A cells are GFAP-negative and Dlx2-positive. A cells can be distinguished from C cells by the presence of the polysialic
acid form of neural cell adhesion molecule (PSA-NCAM) [19]. It is thought that ependymally produced Noggin, in conjunction with other morphogens and signally molecules, including BMPs, Sonic Hedgehog (Shh), and Notch, among others, may be involved in the regulation of the SVZ niche, although ultimate roles for these molecules have not been elucidated [56]. Additionally, the basal lamina layer may influence homeostasis of the SVZ niche through the concentration and regulation of signaling molecules [19,57].

2.4.3 Niche-SGZ

The location and proliferation of subgranular zone (SGZ) cells is closely associated with vascular proliferation and angiogenesis, suggesting a possible influence by vascular signaling factors [58]. The SGZ niche consists of three cell types as well, including the self-renewing stem cell population of astrocytes (SGZ-A), progenitor D cells, and granule neurons [52]. The niche is closely associated with blood vessels and is otherwise composed of granule neurons [56]. The D cells are so named as to distinguish them from C cells of the SVZ niche, as D cells are not as mitotically active and are smaller [19,52].

Similar to the SVZ niche, the astrocyte stem population divides to produce intermediate progenitor cells, in this case, the D cell. These may be distinguished by the expression of GFAP by the astrocytes and the lack of expression by the D cells [52]. The progeny of D cells are functional granule cells, which integrate into the surrounding dentate gyrus [56]. Vascular endothelial growth factor (VEGF) and Shh play roles in the regulation of the SGZ niche, with intraventricular infusion of VEGF causing increased mitotic activity in both the SGZ and SVZ [59].

2.4.4 Therapeutic Considerations

Although many aspects of NSC biology remain mysterious, their value as a therapeutic tool has not been overlooked, and advances have been made regarding the potential of this stem population to repair CNS injury. The human brain is a complex and compartmentalized system that relies on the ability of more than 100 different types of neurons to work together in harmony. Injuries of the central nervous system consist either of localized injury to a certain type of neuron, as in Parkinson’s disease (PD) or spinal cord injury (SCI), or the disorder can be systemic, as in the damage caused by a stroke or by Alzheimer’s disease (AD) [60]. The rate of division of NSC is regulated not only by many environmental factors, such as stress, but also by insults such as stroke and seizure [61]. Observations of a differential rate of proliferation coupled with attempts to culture NSC ex vivo has spurred research into the molecular mechanisms regulating homeostasis of the NSC niche [61].

Applications of NSC to localized disorders such as Parkinson’s disease and spinal cord injuries may occur in one of two ways. The first involves the targeted introduction of NSC to the site of injury, in PD, the substantia nigra pars compacta, in SCI, the site of spinal insult. A spinal insult does not induce endogenous NSC populations to differentiate into neurons at the insult site. Targeted injection of NSC-derived cells to
the site of injury causes the naive cells to take on a neuronal phenotype, and these cells are long-lived [62].

In systemic injuries, such as the ischemia resulting from a stroke, some evidence of endogenous neurogenesis and chemokine-mediated neural migration to the site of injury exists in animal models [46]. Also being investigated is the potential of exogenous NSC-mediated repair. Unlike localized events, there is not a focal point of injury that would be ideal for NSC injection and, as such, intravenous or intracerebroventricular injection is a possible route of administration [60]. In experimental models of multiple sclerosis, injected NSC were observed to express cell adhesion molecules that may assist in their intravasation of the blood–brain barrier [63], which normally ensures that the brain remains privileged by blocking the entrance of most bloodborne cells [64]. In vivo, massive recovery of certain regions of the brain by endogenous NSC after ischemic insult has been observed in mice. This regeneration was augmented by infusion of epidermal growth factor (EGF) [31], a mitogen known to cause expansion of NSC in vitro [65].

Although much data have been collected showing some functional recovery and engraftment of activated or transplanted NSC, controversy exists over which is the best NSC candidate for transplantation [61]. NSC differentiate mainly into glial cells when transplanted into sites of spinal injury; however, when neural progenitors — lineage-restricted precursors derived from NSC in vitro — are transplanted, they differentiate mainly into neurons [62]. Evidence that environmental influences are the main cause of lineage fate in the NSC [54,62] combined with the wide range of neurological diseases complicates potential therapeutic applications.

2.4.5 Conclusion

The neural stem cell today remains a mysterious entity. NSCs are able to become all three resident cellular lineages of the central nervous system, but their capacity to become all different neuronal subtypes remains to be shown. NSCs can be activated in response to tissue damage within the brain, yet neurodegenerative diseases by definition are diseases in which neurons are lost and not replaced.

The field of neural stem cell biology is one of the newest, most exciting, and most complex, owing to the nature of the nervous system. Although much remains to be understood, research is progressing in therapeutic applications to diseases such as Alzheimer’s and Parkinson’s, and spinal cord injuries.

2.5 EPITHELIAL STEM CELLS

The inner and outer parts of the body are covered and compartmentalized by a special cell type called the epithelium. Epithelium is found on the outer part of the cornea and the inner wall of the stomach. Generally, the epithelium functions as a barrier cell, ensuring that things on one side do not traverse to the other. In two cases where this segregation is critical, that of the skin and the intestine, an epithelial stem cell has been found to be involved in the homeostasis of the
epithelium, ensuring that the body is protected from pathogens both inside and out.

Both skin and intestinal epithelial stem cells were discovered using label-retaining experiments [66,67]. While label-retaining techniques are powerful for identifying potential progenitor populations, they are unable to give molecular information and are thus limited in describing adult stem cells. Today, protocols for laser capture and more bountiful and powerful antibody staining along with full genomic transcriptional profiling are facilitating the description of cell populations, and the application of novel technology to skin stem cells is already producing results [68].

The discovery of self-renewing adult stem cell populations within the gastrointestinal tract and the epidermis, two areas routinely exposed to carcinogens and often the site of oncogenesis, may pave the way to therapeutic treatments for cancer. However, the inability to purify epithelial stem cells by cell surface markers hampers their uses in medical application. The innovation and rapid pace of adult stem cell technology is helping to overcome this barrier, in a strong and steady march toward the end of cancer.

2.5.1 Skin Stem Cells

Skin is the outermost and largest organ in the body. The skin consists of a layer of epithelial cells that makes up what is traditionally regarded as skin (the epidermis), hair follicles, and sebaceous glands. The squamous layer that acts as the physical barrier between the outside world and an organism is continuously shed and replenished throughout the lifetime of the organism. Individual hairs also undergo regular cycling, including, as many pet owners know, a shedding phase. The sebaceous gland is responsible for producing a waxy substance known as sebum, the function of which is unknown, although implicated as a necessary ingredient of acne pathogenesis [69].

Although some question exists [70] as to their actual function, a population of epithelial adult stem cells able to produce all three of these structures has been identified. Keratinocytes, as they are sometimes called, exist within a niche located in the bulge region of the hair follicle [71]. In the less hairy Homo sapien, it has been postulated that a potential second stem cell exists in the basal layer [72] to regularly produce epithelial cells for day-to-day homeostasis of the epidermis and that the bulge population assists in repairing wounds [73]. The potential of this second population to produce hair follicles and sebaceous glands has yet to be shown.

Characterization [71] of the stem population followed the initial discovery of label-retaining cells within the bulge region [67]. Further research led to cell surface marker proteins, allowing the purification of adult skin stem cells. Understanding the molecular mechanisms of skin stem cell self-renewal and propagation may lead to a further understanding of carcinogenesis of skin cancers, possible local drug targets, and may also assist in the repair of the epidermis after severe burns.

2.5.2 Identification

It is established that the body—be it one made for land, sea, or air—is able to repair external wounds. Serial passaging of human skin biopsies found that single epidermal
cells are able to give rise to entire sheets of epidermis, opening the idea that a single cell may underlie epidermal creation and homeostasis, including the repair of injury [74]. The extension of this idea to include hair follicles as well gave rise to the idea of the skin stem cell. The first evidence that skin and hair may be formed from a single progenitor was observed in an experiment that stripped a mouse of its epidermis and found that cells originating from the hair follicle shaft assisted in skin repair [75]. Following up on this observation years later using tritiated thymadine label-retaining experiments, it was found that the likely stem cell of the hair shaft resides not in the hair matrix, which gives rise to the physical hair, but in the bulge, located at the lower extremity of the permanent partition of the hair follicle [76]. The theory put forth by Cotaserlis and colleagues was that bulge cells were the stem cell of the hair follicle, and the matrix cells were a limited progenitor as supported by observations that matrix cells do not retain label for extended periods of time [76].

This division of hair shaft and skin, which form a seamless sheet, into two separate stem cell components was challenged in 2000 by Taylor and colleagues, working out of the same laboratory as Cotaserlis [67]. To examine the possibility of a bulge cell contribution to the epithelia, the researchers used a double-labeling scheme whereby only slowly cycling cells that had divided shortly before the examination point would contain both labels. After giving the label pulse, they applied a small, penetrating wound to the back of a mouse. Their findings showed that doubly labeled cells did contribute to the epithelia that grew to heal the inflicted puncture wound, showing that cells of a bulge origin were involved in homeostasis of all three epithelial lineages of the skin.

A year later [14] Oshima and colleagues created chimeric hair follicles consisting of bulges that contained a genetic marker and hair follicle shafts that did not. After transplantation of this follicle in the immunoprivileged kidney cap of athymic mice, they observed cells containing the genetic marker of the transplanted bulge region in sebaceous gland, hair follicle, and epithelia, confirming the ability of the bulge region for generation of these three tissues. They also found that removal of the bulge region severely impaired hair growth. Together, these two findings suggested that the bulge was necessary for proper follicle growth. A further experiment by the same group [14] transplanted genetically marked individual bulges onto the backs of immunodeficient mice. These transplants gave rise to multiple hair follicles, showing that the cells of the bulge region not only contribute to multiple lineages but also are self-renewing.

2.5.3 Niche

The bulge region of the hair follicle is not in itself a cell type but rather a morphological landmark within the hair follicle. The epithelial adult stem cells that reside within the bulge are maintained by an unidentified cell type, possibly a population of mesenchymal cells adjacent to the bulge [12]. The cyclic fashion of hair growth is also implicated in control of stem cell mitosis, coordinating stem cell proliferation through the Wnt pathway in a model known as the bulge activation hypothesis [12]. Injury is also a key regulator of stem cell proliferation, as wounds to the epidermis are repaired with cells originating from the bulge region [75].
The epithelial stem cell niche of the bulge contains three cell types: the epithelial stem cells themselves, supporting cells, and a highly proliferative progenitor cell known as a transit-amplifying (TA) cell [76]. On exit of the bulge, TA cells will either migrate up to exit the follicle and contribute to the epidermis as epithelial cells or will migrate down into the shaft to contribute to the growing hair follicle [12]. Although these cell types are known to exist, the interactions between these cells driving homeostasis of the stem cell niche and signals stimulating proliferation have yet to be thoroughly explored.

While the genetic profile of the niche cells has yet to be elucidated, that of the epithelial stem cells themselves has been. Early molecular markers of skin stem cells such as cytokeratin-15 (K15) [77] have been improved on by full genomic expression profiling of the bulge and surrounding cells, which allows scientists to find genes specifically upregulated in the stem cell. Using a fluorescently retained marker, Tumbar and colleagues were able to purify slowly dividing skin stem cells from the bulge region and from these found genes expressed in the stem population [71]. They compared the profile of these cells to that of hematopoietic, human embryonic, and neural stem cells and found a high incidence of similar expression between stem cell types relative to other cells found within the follicle shaft [71]. These data have allowed scientists a window into the receptors expressed on the surface of the skin stem cell, insight that includes possible morphogenetic pathways. Working backward from what pathways may affect stem cell behavior may allow scientists to locate cells secreting the ligand that binds to an expressed receptor, eventually finding the cells that supply factors necessary for stem cell homeostasis.

### 2.5.4 Therapeutic Considerations

A direct clinical use of adult skin stem cells is *ex vivo* epidermal culture. Skin grafting has therapeutic applications in many arenas. The *in vitro* culturing of patient-derived adult skin stem cells has been used routinely in some clinics for large area skin replacement. Many cases have been planned far enough in advance to allow for large-scale *ex vivo* culturing of the stem cells (such as tattoo removal) [78]. The delicacy of large sheets of stem cell–derived epithelia has prevented the creation of large sheet transplants; instead transplants are a patchwork of smaller grafts. This conundrum has been partially solved using transplantable growth matrices. Transplantable growth matrices are much stronger than thin epidermal sheets and ensure that the delicate epithelia does not tear during culture manipulations [79]. Graftable matrices for autologous skin transplants were pioneered on human victims of wide-ranging third-degree burns (covering >50% of the body) [79]. *Ex vivo* adult stem cell skin culture, as pioneered in serial passaging experiments of Green and Rheinwald, is essential for these injuries, as there is not enough healthy donor-derived skin available for a simple transplant and in third-degree burns the skin itself, including stem cells, has been destroyed.

Another major medical and social application of epithelial stem cells is alopecia, commonly known as *baldness*. A subtype of alopecia is thought to be caused by an autoimmune reaction specifically targeting cells within the bulge region (the stem
population), thereby permanently destroying the ability to produce new hair within affected follicles [80]. As the discovery of the skin stem cell itself [14] utilized a technique creating new hairs from grafted bulge regions, the use of these cells to treat baldness is a realistic therapy in the near future.

2.5.5 Conclusion

The epithelial skin stem cell residing in the bulge region of the hair follicle is critical to the maintenance of the body’s first line of defense against the outside world. It contributes to the maintenance and repair of the epidermis, produces the hair follicle shaft, and can be extensively cultured ex vivo for therapeutic applications. Although the skin stem cell is now routinely manipulated and is involved in even cosmetic medical procedures, the cellular processes underlying homeostasis of the niche and the signals directing division and differentiation of the stem cell and the transit-amplifying progenitor remain unknown. Although the skin stem cell is unique in its ability to produce the hair follicle, sebaceous gland, and epidermis, it is one of a small, but potentially growing [78], family of epithelial stem cells, including an epithelial layer that performs the same function as skin, but is instead located on the innermost wall of the body: the intestinal stem cell.

2.6 INTESTINAL STEM CELLS

The intestine is segregated from the body by a highly proliferative epithelial layer with a specific twofold mission: to keep toxins and pathogens out of the body and to bring nutrients in. The barrier between the intestinal lumen and the body is only one cell thick [81] and is rapidly replaced, with old nutrient-absorbing villi supplanted by new ones every few days [82].

Producing more than 10 billion new cells per day within the human intestine [83] are the resident intestinal stem cells (ISCs) [84]. Researchers Leblond and Stevens first hinted in 1948 at the idea that cells making up the villi of the intestine originate from a population in the crypt area at its base, when investigating the notion that massive proliferation in the crypt was not matched by massive cell death in the crypt [85]. In order to mark cells in the crypt to explore their eventual fate, they used the mitotic arresting agent colchecine, which creates a visible mitotic figure. Their experiments led to the conclusion that cells in mitosis migrate away from the crypt and eventually exit through an extrusion zone at the apex of the villus.

ISCs reside in a unique niche referred to as the crypt, several of which are located at the base of each intestinal villi [66]. The villi are arranged in such a way as to expose a large surface area to the intestinal lumen, creating finger-like projections. The epithelium making up the villi progressively differentiate as they make their way toward the tip, creating a differentiation gradient [66,82]. ISCs can also migrate downward, to the base of the crypt [66].

The intestinal stem cell produces four morphologically distinguishable cell types, including Paneth cells (after Austrian physiologist Josef Paneth, 1857–1890), which
reside at the base of the crypt below the stem population, enteroendocrine cells, goblet cells, and columnar cells [66]. The crypt is also able to divide through a process referred to as *fission* to produce two daughter crypts. This routine niche multiplication may help ensure that the thin line between intestinal lumen and tissue remains sealed [84].

### 2.6.1 Identification

With preliminary evidence in hand [85], Leblond pushed on toward a definite intestinal stem cell, this time with colleague B. E. Walker. Using a label-retaining assay incorporating adenine and thymidine containing heavy carbon-14, the two researchers confirmed the earlier observation that cells from the crypt migrate up the villi [86]. Knowing that cells of a crypt origin were shed through the villi, Leblond and Cheng in 1974 provided the direct evidence of a specific intestinal stem cell with the ability to become all major cell types of the intestine [66], and to localize it to a crypt base position directly above the Paneth cell [87].

The approach used by the two scientists to identify the stem cell differed from that of most label-retaining experiments in one crucial way—instead of simply marking dividing cells, they intended to kill them and take advantage of an interesting property of what was termed the *crypt-base columnar cell*. These cells phagocytose dead cells in their vicinity [66]. With the knowledge that crypt-base columnar cells are located in the area of the crypt found earlier to be the source of massive proliferation, they intended to destroy some of them and to have these dead, label-containing cells engulfed by neighboring cells.

After injecting a mouse with a sublethal dose of tritiated thymidine, some of the cells incorporating the base analog died, and the neighboring living cells that had phagocytosed the dead columnar neighbor were labeled (as the dead cell contained the label). Leblond and Cheng followed the lineages of cells containing these label-retaining phagosomes as they migrated and progressively differentiated into the different lineages of the intestinal lumen. This led them to postulate that crypt-base columnar cells were the intestinal stem cell, and also to identify an intermediate lineage-restricted progenitor [66] that was later confirmed using a genomic labeling technique [82].

During the same period, other research also showed that, similar to hematopoietic stem cells, the intestinal stem cell is able to repopulate the intestine following sublethal irradiation. In this case a rescue assay was not performed, but rather the ability of surviving crypts to regenerate the intestinal epithelium was observed [88].

### 2.6.2 Niche

The intestinal stem cell niche is interesting in that the epithelium of the intestinal wall is only one cell thick. The location of the actual adult stem cell is near the base of the crypt, a rounded area several of which make up the base of each villus. The base of the crypt is made up of Paneth cells, while the intestinal stem cell resides approximately four or five cells upward, continuing from there with a progressively differentiating cells, including lineage restricted progenitors [66,89].
Regulation of ISC proliferation is promoted through the Wnt pathway, whose downstream targets include cell proliferation genes regulated in conjunction with β-catenin [84]. Mesenchymal cells adjacent to the ISC region of the crypt express BMP, which suppresses β-catenin activity. It’s thought that the expression of a fourth protein, the BMP antagonist Noggin, is required in conjunction with Wnt to promote self-renewal within the intestinal crypt [90].

BMP-secreting mesenchymal cells adjacent to the ISC are known to be involved in the regulation of ISC proliferation. BMP receptor (BMPr) mutants have been shown to have irregularly expanded stem cell populations mimicking juvenile polyposis syndrome [90]. Unfortunately, a lack of definite molecular markers has prevented researchers from deciding with certainty the locations of ISC; however, some preliminary markers such as Mushashi-1, a protein expressed in neural stem cells and upregulated in cells occupying positions 4 and 5 in the crypt, are starting to emerge [84]. Differential regulation of lineage-restricted progenitors has also been shown to be regulated by specific proteins, including glucagon-like peptide 2 (Glp2), which increases proliferation of enterocytes through a pathway involving intestinal resident enteric neurons [91].

### 2.6.3 The Immortal Strand Theory

The proliferative potential of adult stem cells, combined with their long lifespan, make it likely that they will incur genomic mutations during mitosis [92]. Intestinal stem cells are thought to complete mitosis approximately 5000 times over the course of the human lifespan [93]. Why adult stem cells do not all become cancerous over time as a result of mutation remains an open question. Evidence does exist that adult stem cells may be the source of some cancers by being transformed into so-called cancer stem cells [22,93,94]. One hypothesis put forth to explain the lack of oncogenesis in adult stem cell populations suggests that nonrandom asymmetric DNA segregation during mitosis may be responsible [92].

The immortal strand theory, put forth by Cairns and Potten in 1975, theorizes that adult stem cells retain the template DNA strand during mitosis, ensuring that replicative mutation within the genome is unable to occur. This is most easily explained by thinking of the adult stem cell as being the daughter cell that retains the oldest DNA strand. The idea is irrelevant in a first round of mitosis, but taking it another round of division to the granddaughter stage illustrates the point; if one were to label one of the two genomic strands of DNA the immortal strand, the labeled strand would be segregated into one of two daughter cells during division along with a newly synthesized complement. When this cell divides, the complement synthesized during the first round of mitosis will segregate with its new partner and the immortal strand will yet again have a new complement. By nonrandomly segregating the complement of the immortal strand into the non–stem cell during division, it ensures that no cumulative damage can occur to the genome of the adult stem cell as a result a DNA replication error.

Mammalian evidence for the immortal strand hypothesis was first discovered in the mouse intestine, using the intestinal stem cell [89]. Intestinal crypts, containing all major types of intestinal epithelia, are able to themselves divide and produce a sister
crypt, creating an inherent mechanism to preserve the intestinal lining. By treating either young mice or mice that had been sublethally irradiated with tritiated thymidine, all newly synthesized DNA would be labeled. Any cells that retained the radioactive label for extended periods of time are called label-retaining cells (LRCs). By combining this labeling technique with a second labeling technique applied later, researchers were able to double label ISC DNA during mitosis and follow DNA segregation. Their results agreed with Cairns and Potten’s theory of an immortal strand by showing that the DNA labeled with tritiated thymidine remained in the cell presumed to be the stem cell, while the DNA labeled with the second technique segregated to cells that differentiated [89].

2.6.4 Therapeutic Considerations

Cancers of the gastrointestinal tract are one of the most common carcinogenic events in the human body, and carcinogenesis is well understood in the majority of cases [84]. As the intestinal stem cell is the only long-lived cell within the intestinal epithelium, it has been examined extensively for possible common oncogenic pathways [84]. Today, the path from adult stem cell to cancer is best characterized molecularly within intestinal stem cells.

Mutations of the adenomatous polyposis coli (APC) tumor suppressor gene were originally implicated in familial adenomatous polyposis (FAP), a rare, inherited, colorectal carcinoma [95]. In the ISC, APC functions in concert with two other proteins to form a β-catenin destruction complex [95]. As β-catenin is in the ISC self-renewal pathway, this destruction complex prevents stem cell self-renewal [95]. Activation of Wnt receptors stops the destruction complex, allowing β-catenin to accumulate in the nucleus and effect transcription in concert with T-cell factor (TCF). Together, β-catenin and TCF impose a self-renewal instead of differentiation fate on ISC [96].

Most spontaneous gastrointestinal cancers involve an inactivation of the APC/β-catenin destruction complex early in progression [95]. Increased β-catenin levels due to functional APC or destruction complex loss lead to a selective advantage of the mutated stem cell, causing expansion, and eventual progression to adenoma, and finally, carcinoma. While this is not a one-hit hypothesis, nearly all gastrointestinal cancers include a functional loss of APC [95].

A molecular map from intestinal stem cell to intestinal cancer provides researchers and pharmaceutical companies with potential drug targets. Conservation of different mutations between different types of cancer suggests a critical mutation, and, in the case of the intestinal stem cell, these mutations are well characterized.

2.6.5 Conclusion

The existence of an epithelial stem cell is indispensable for maintaining barriers between the human body and organs and the outside world. The action of an epithelial stem cell ensures that a tight cellular barrier is maintained and repaired in the case of injury. Cancers of the skin and intestine are two of the most common maladies and the mapping of the oncogenic path in gastrointestinal cancer from self-renewing intestinal
stem cell to transformed cancer stem cell has provided researchers with targets and understanding of the mechanisms of oncogenesis. Even with all that is known about these two adult stem cell types, much remains to be learned. Molecular markers of intestinal stem cells are beginning to be found, and techniques used to identify other adult stem cell populations may be useful in the future for purification and further characterization. What is definitely known about them is that they’ll be there, dividing and self-renewing to keep our bodies clean and dry.

2.7 CANCER STEM CELLS

Cellular growth is tightly maintained within the body through numerous autocrine, paracrine, and endocrine signaling pathways. When a cell fails to respond to signals promoting quiescence or acquires the ability to grow in the absence of exogenous growth signals, it may proliferate uncontrolled, a hallmark of cancerous behavior [97]. These two properties make up half of the four cellular changes classically proposed to be necessary in oncogenesis; the others are the ability to evade apoptosis and limitless replicative potential [97]. These factors together make cancers an attractive target for therapies looking to ablate quickly dividing cells, including radiotherapy and some chemotherapies. However, cancer patients undergoing these therapies often relapse, leading researchers to pursue further elucidation of oncogenic pathways.

Owing to the similarities between cancerous cells and adult stem cell populations, stem cells and progenitors have been examined as possible sources of oncogenesis. Further, evidence pointing to the existence of a rare cancer stem cell has been observed in some cancers, including acute myeloid leukemia [22,98].

2.7.1 Stem Cells and Cancer: Different Sides of the Same Coin?

By definition, adult stem cells are able to undergo self-renewal and extensive proliferation. Similarly, cancers are defined by uncontrolled growth and can metastasize to produce many tumors throughout the body. Although unable to evade apoptosis in a cancerous sense, adult stem cells are long-lived and also harbor a limitless replicative ability, two of the four changes classically thought to be required for a cell to become cancerously transformed.

More recently, the idea of a cancer stem cell, sometimes referred to as a tumor-initiating cell, has been proposed to be responsible for oncogenesis in many systems, including patients with acute myeloid leukemia (AML) [98]. Peripheral blood xenographs from humans afflicted with AML into severe combined immunodeficient (SCID) mice were able to give rise to AML within the recipient mice. Cells from these mice can then form colonies when plated in vitro, indicating a self-renewing ability. Colony-forming cells were found to be present at only 1 in 250,000 cells within the peripheral blood of human AML patients. Characterization of cell surface markers found that cells from peripheral AML patient blood expressing markers of an undifferentiated state were able to form colonies in SCID mice while others were not [98]. Together, these observations promote the idea of a cancer stem cell (CSC)
within at least some AML patients. Along with the hematopoietic system, tumor-initiating populations have been found in breast and brain cancers [99].

### 2.7.2 The Cancer Stem Cell Model

Although quite neatly drawn up as a stepwise pathway to cancer, the classical idea that terminally differentiated cells accumulate sufficient mutations to transform has been criticized as unlikely [100]. Observations that (1) terminally differentiated cells most likely do not live long enough to collect multiple specific mutations [100], (2) adult stem cell populations already contain some of the characteristics of cancer cells, and (3) cancer cells self-renewal (including the same self-renewal pathways) have driven the creation of a cancer model originating from adult stem cells (Figure 2.4) [13].

The cancer stem cell model postulates two possible oncogenic targets: the adult stem cell population and the limited progenitor population [13]. The transformation from stem cell to cancer stem cell relies on the manipulation of niche-mediated regulation. The niche is responsible for maintaining stem cells in an undifferentiated state and signaling division and quiescence. If a stem cell were to ignore signals from the niche and begin self-directed self-renewal, it would have become oncogenic. As described earlier, this disregulation seems to occur in colorectal cancers, as functional loss of the APC tumor suppressor is found in almost all cancers of the gastrointestinal tract and its function is known to directly involve regulation of self-renewal [95]. Alternatively, cancerous mutations may affect lineage-restricted, but massively dividing, progenitor cells. Experimental manipulations targeting mutations to promoters uniquely expressed in progenitor populations has shown that AML may arise from a strictly progenitor origin, raising the possibility of a progenitor cancer pathway [101].

### 2.7.3 Therapeutic Considerations

A stem cell–based cancer model has two immediate implications for the field of cancer treatment. A lack of rapid or frequent division by cancerous stem cells would render them immune to therapies targeting dividing cells. While the total tumor volume may

---

**FIGURE 2.4** Cancer stem cell. Two major theories of the cancer stem cell arise from the common theme of aberrant self-renewal. (a) Normally, adult stem cell proliferation is tightly regulated by paracrine signals received from the niche. Stem cells divide asymmetrically to produce a stem cell (self-renewal) and a progenitor cell. The progenitor then divides to become multiple types of terminally differentiated cells, but does not self-renew. (b) In the first cancer model, adult stem cells are thought to begin a program of unregulated self-renewal. This requires either the loss of function of the signaling pathway between the stem cell and the niche, the loss of function of certain cell-cycle-inhibiting proteins within the stem cell, or the gain of function of certain cell-cycle-promoting proteins within the stem cell to promote division in the absence of proper signal. (c) In the second theory, the lineage-restricted progenitor daughter cell acquires novel self-renewal ability. Both theories cause uncontrolled proliferation of a cell that is able to create multiple cell lineages. (See insert for color representation.)
decrease to what appears to be nothing, the cancer stem cell model predicts a rare population of slowly cycling cells that would not be affected and that may be responsible for relapse [100]. The ATP-binding cassette (ABC) transporter family of proteins commonly expressed in stem cells is responsible for pumping toxic compounds out of the cell [99]. This second concern has implications for chemotherapy, which relies on the selective uptake of cytotoxic compounds to kill cancerous cells.

Further characterization of major cancer stem cell pathways and molecular markers, such as those for AML, colorectal cancer, and others will allow researchers to target pathways that are specific to a possible stem cell source of cancer. Targeted treatment of cancer stem cell pathways may be able to spare noncancerous cells in the future, but softer therapies will only follow a solid foundation of basic research.

2.7.4 Conclusion

Traditional views of cancer have recently been challenged with the observation of phenotypic and molecular parallels between cancer cells and adult stem cells. This has led to the creation of a cancer stem cell model postulating that mutations in stem cells may lead to oncogenic transformation. The cancer stem cell theory has major implications for cancer therapy, as treating tumors with agents targeting dividing cells would not affect slowly cycling stem populations. The characterization of cancer stem cell–specific pathways could lead to better and more effective treatments that spare noncancerous cells.

2.8 SUMMARY

Since concrete evidence of adult stem cells was uncovered through the bone marrow transplantation experiments by Till and McCulloch, the field of adult stem cell biology has exploded to encompass therapeutic uses, niche characterization, and in vitro function of multiple adult stem cell lineages while simultaneously providing evidence that some tissues lack adult stem cells. The key properties of adult stem cells, namely, being long-lived and self-renewing and able to differentiate into multiple terminally differentiated cell lineages have created a vocabulary from which experimental designs testing stemness of a population have arisen. The search to find adult stem cell populations that can be described by this set of terms has developed technologically using cell surface markers to purify and characterize populations, base analogs to track cell proliferation, and fluorescent transgens to examine transplanted tissues. However, even with the advent of new technology, the gold standard by which adult stem cells are defined remains that used by Till and McCulloch in their original radiation experiments, the ability of a cell to repeatedly repopulate all lineages of a depleted tissue.

The concept of the adult stem cell has been thoroughly explored, but knowledge of stem cell regulation remains shallow. In some instances adult stem cell regulation is understood at a molecular level, but a deeper understanding of these mechanisms will allow members of the scientific and medical communities to manipulate cellular
control of stem cells for therapeutic applications. Already, some applications of stem cell manipulation are being used in vitro for patient-specific applications, but further characterization may allow for in vivo therapies.

Understanding how adult organisms maintain tissues and repair injuries merely scratches the surface of stem cell biology. Problems within adult stem cells or progenitor cells may result in cancerous transformation, highlighting the fragile balance between division and quiescence. From the incidence of leukemia in atomic bomb survivors to the characterization of transformations within the intestinal crypt, cancer is only one of many arenas that adult stem cells have been used as a tool to study an unknown biological event. Future research will make adult stem cells the basis of a new generation of medical therapy.
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Global gene expression profiling using microarrays has become a common practice in today’s biomedical laboratories. Because their use has superseded earlier-developed whole-genome gene expression technologies, microarrays will be the focus of this chapter. As microarray technologies and analysis methods have matured, so have the various applications. Microarrays have been used to discover genes involved in basic biological processes, to identify and validate targets for potential pharmacotherapy, to prioritize compounds in drug development using efficacy and toxicity gene expression signatures in vitro and in vivo, to diagnose disease, and to determine likely response to drug therapy.

Gene expression microarrays promise, and have already delivered, to provide better markers for stem cell isolation and characterization that will no doubt lead to a clearer understanding of how stem cells function in normal and disease conditions. This will, in turn, accelerate the ability to manipulate these cells to treat disease.

3.1 HISTORY OF MICROARRAYS

If a microarray is defined as an ordered matrix of DNA sequences, then the first microarrays were Southern blots [1]. Similarly, the process of screening colonies...
or plaques from cDNA libraries using a DNA or RNA probe of a single sequence can be considered an early microarray application. But as a method to measure differential gene expression between different complex samples, differential colony hybridization, a modification of the colony hybridization technique [2], can be regarded as the first microarray application. In this application, radiolabeled cDNAs from two different populations are used to screen replicate plates of a cDNA library from a single population (Figure 3.1a). Signal differences between cDNA populations would indicate a potential differentially expressed gene. When it was necessary to organize putative positive plasmids or phage from colony or plaque screens, clones were sometimes purified, amplified, and then arrayed on filters and hybridized with the same probe used for the colony or plaque screen (Figure 3.1b). In a sense, these were the first arrays of ordered clones, although their identities were not known until after they were chosen for sequencing.

A modification of differential colony or plaque screening involved a subtractive hybridization step. An enrichment of one population over another took place when a single-stranded cDNA population from one sample was hybridized to an excess of an mRNA population from another sample. Ideally, sequences in common between the populations would hybridize and be removed. Unhybridized mRNA sequences would then be degraded, and an enriched cDNA population would remain. This cDNA could then be hybridized to colonies or plaques from a cDNA library to identify which genes were present in the subtracted population [3].

Further refinements of this primitive microarray technology took place when a novel method was used to amplify an mRNA population. Eberwine developed a method to produce amplified antisense RNA (cRNA) from a small heterogeneous sample (Figure 3.1c) [4]. This technique allowed for a linear amplification of an mRNA population and broadened the applications of differential screens to smaller amounts of material, from single cells to small tissue samples [5,6].

Simultaneously, other advances in molecular biology led to easier ways to order sequences on surfaces. Advances in DNA sequencing technologies led to expansion of cDNA clone collections, so many sequences of interest could be obtained and arrayed. Methods to synthesize oligonucleotides were improved, which led to the application of oligonucleotides to glass slides [7]. Soon, groups at Stanford University were applying this technology to answer broad biological questions in model organisms, and sharing methods and advice so that other groups could also spot high-density arrays [8]. In a short time, commercial spotted and synthesized arrays became available (Figure 3.1d) [9]. Further advancements in oligonucleotide spotting and synthesizing methods have led to consistent production of high-quality commercial arrays. The completed sequencing of the mouse and human genomes, and improvements in scanner technologies, has allowed for whole-genome representation on single arrays. Finally, data extraction, analysis, and mining of microarray data have advanced significantly since the mid-1990s. All of these improvements have led to the almost ubiquitous use of microarrays for gene expression in today’s biomedical laboratories.
FIGURE 3.1a,b  Differential gene expression technology progression. (a) Differential colony hybridization screen of the 1970s. cDNA libraries were screened by replica plating of colonies or plaques onto nylon or nitrocellulose filters. Radiolabeled cDNA was synthesized from total RNA of different populations and hybridized to the replica plates. A difference in radioactive signal between replicate colonies or plaques represented a potential differentially expressed gene. (b) A modification of the differential colony hybridization screen, but replicate purified cDNA colonies, plaques, or cloned cDNAs were stored and plated in 96-well format. The replica plates were screened with radio labeled cDNAs of different populations. The advantage of this technique is that the clones were purified and ordered, and often the identity of the clones was known.
FIGURE 3.1c,d  (c) Use of amplified antisense RNA to screen duplicate arrayed 96-well plates. The advantage of this technique is the extension of these applications to rare tissues or cell types because the material could be amplified linearly. (d) Standard microarray procedure of today. Compared to (c), arrays are higher-density, array manufacturing is more consistent, and material to be hybridized to the array does not need to be radioactive. (See insert for color representation of part (d).)
3.2 COMMERCIAL MICROARRAY VENDORS

Today there are many microarray vendors promoting slightly different technologies. Affymetrix is the current market leader and produces “whole-transcriptome” arrays for several different species (http://www.Affymetrix.com). Their technology relies on photolithography to synthesize 25-mer oligonucleotides directly onto a high-density array matrix [10]. Every transcript is currently interrogated with 22 different probes, 11 of which are a perfect match to a different portion of mRNA; the other 11 are identical to the perfect-match oligonucleotides except for a single base pair mismatch in the middle of the 25-mer. This redundant design requires an additional processing step to determine the signal for each mRNA. Affymetrix, like many of the other vendors mentioned below, also requires a specialized scanner and other associated hardware to process the arrays.

Agilent (www.agilent.com) is a major microarray manufacturer that relies on a patented inkjet printer that promises to minimize spot artifacts due to its “no contact” printing process. Agilent uses 60-mer oligonucleotides that they claim offer better hybridization properties than do shorter ones simply because portions of these long oligonucleotides are at a greater distance from the array surface [11].

Illumina (www.illumina.com) offers a bead-based microarray technology, in which 3-μm beads are coated with 50-mer oligonucleotides concatenated with shorter “address” oligonucleotides. Beads with different oligonucleotide sequences are mixed together and added to a microarray that contains the ends of fiberoptic bundles that have been etched to form tiny wells. The address oligonucleotide is then used to determine the position of the 50-mers on the array using a decoding process. There are on average 30 identical 50-mer probes per mRNA on each array. The unique design of beads and microwells allows Illumina to assemble arrays in very high densities [12]. Since the address oligonucleotide is attached to the bead and the probe oligonucleotide is away from the bead, this arrangement would theoretically achieve better hybridization than would short probes directly attached to arrays. Because the manufacturing process is simple, an advantage of this technology over its competitors is price.

ABI was a fairly late entry into the microarray market. They rely on chemiluminescent detection and 60-mer oligonucleotides synthesized onto a nylon support. The chemiluminescent detection approach claims to provide backgrounds lower than those achievable with fluorescent detection (https://www2.appliedbiosystems.com).

CodeLink from Amersham uses a noncontact, proprietary piezoelectric dispensing method to apply 30-mer oligonucleotides to a three-dimensional (3D) surface [13]. This process allows for validation of full-length synthesis of the oligonucleotides. In addition, because of the 3D nature of the array, they claim that hybridization kinetics are better, which should result in a lower background (http://www4.amershambiosciences.com/aptrix/upp01077.nsf/Content/codelink_bioarray_system).

Other microarray vendors provide greater flexibility in design of custom arrays. Nimblegen (http://www.nimblegen.com/) uses a proprietary oligonucleotide synthesis technology that allows for custom high-density array designs at a very low cost [14]. Because this allows for greater flexibility in custom designs, the
technology is also widely used for other microarray applications such as chromatin immunoprecipitation (ChIP on chip) and array comparative genome hybridization (aCGH). Also because they use longer probes for expression analysis, Nimblegen claims better probe behavior than for shorter oligonucleotides. Like Affymetrix and Illumina, they have redundant probes for every transcript. One unique feature of this company is that they operate as a service, so hybridizations are performed by Nimblegen. However, a partnership with Affymetrix allows them to provide their custom arrays in Affymetrix array cartridges, so hybridizations can be done on any Affymetrix system.

The probe design process that CombiMatrix (http://www.combimatrix.com) uses also promises design flexibility [15]. They provide an array synthesizer, so customers are able to synthesize their own arrays. An additional advantage of their system is that their catalog arrays can be read on any standard microarray slide scanner so that no additional capital equipment needs to be purchased. Arrays are synthesized and not spotted, promising high array quality. Because density is not as high as with other technologies, this system is ideal for use in model organisms for which whole-genome catalog arrays are not available. A list of microarray providers as of this writing is available in a recent Nature review [16].

3.3 MICROARRAY SERVICE PROVIDERS

If an academic institution or biotechnology company does not have a microarray core facility, it is still possible to perform microarray experiments without a significant capital investment. Service providers have formed which support technologies of the major microarray vendors. Academic core facilities have also made a business out of performing experiments for “outside” laboratories. Service providers can supply everything for a microarray experiment from experimental design to analysis. All that a customer needs to supply is the samples. Because of these services, the technology has become much more readily available to all who can afford it. Another advantage to using the services of these providers is that they are already trained in design, execution, and analysis of these experiments. Therefore, a submitter can immediately obtain consistent high-quality data. Service providers can be found by visiting the Websites of current microarray vendors or core labs of major academic centers. However, if an organization is planning to run more than 1000 samples across microarrays per year for several years, it makes sense for them to consider setting up their own array core facility.

3.4 SAMPLE AMPLIFICATION AND LABELING TECHNOLOGIES

Detection on a microarray requires that mRNA or its derivative be labeled, and in some cases, amplified. There are myriad options for this process, and the techniques can have a major impact on the results. Most sample-labeling techniques incorporate a fluorescent dye into the nucleic acid that is hybridized to the array. The method of
incorporation and the type of fluorescent dye can vary. The fluorescent dye, or a modified nucleotide that will later be tagged with a fluorescent dye, can be incorporated during mRNA conversion to cDNA (direct labeling) or later (indirect labeling).

Some protocols require that nucleic acids be amplified in order to achieve adequate detection sensitivity. There are many different methods to do this, but the most common is the Eberwine amplification scheme [4]. In this protocol, cDNA is made from mRNA using a T7-RNA polymerase promoter concatenated with an oligo-dT primer. After first- and second-strand cDNA synthesis from mRNA, cRNA is amplified by transcription of the T7-cDNA using T7-RNA polymerase. A modified nucleotide is incorporated at this step, which can later be tagged with a fluorescent dye. This material can be hybridized to a microarray (Figure 3.1c). If necessary, two rounds of amplification can be used to produce labeled amplified material from picogram amounts of total RNA, in some instances.

Other less laborious protocols can be used to amplify and label nucleic acids from very small quantities of total RNA. For example, NuGen uses a proprietary amplification scheme using a hybrid RNA-DNA primer to make labeled antisense cDNA that can be hybridized to arrays [17]. There are some indications that this technique might allow for a greater signal-to-noise ratio by reducing cross-hybridization [18].

All of these amplification technologies can introduce protocol-specific biases that render cross-technique comparisons difficult. In addition, two rounds versus one round of amplification of the same material will often result in detection of sequences specific to one protocol or another. At present, researchers should choose techniques that are compatible with their microarray vendor of choice and use the same protocol for all samples in a given experiment. Future improvements in these methods should be geared toward protocols that are simpler and compatible with automation, introduce little amplification bias, and can be used with small and/or degraded samples.

Some protocols are now recommended for partially degraded RNA samples, such as those from formalin-fixed and paraffin-embedded tissues. Many of these samples have been archived from valuable disease populations over the decades. Because these samples may not have been collected with RNA integrity in mind, the samples may be old, and the formalin fixation might interfere with sample amplification and labeling. Several companies, including Epicentre (http://www.epibio.com), Genisphere (http://www.genisphere.com), and Illumina (http://www.illumina.com), claim success in using these types of samples for microarray analysis.

3.5 MICROARRAY ANALYSIS TOOLS

Because microarray gene expression datasets yield much information, development of tools to manage this information has also had to keep pace with the development of the technology. Today, an Affymetrix dataset using 50 whole-genome arrays that can be created in just a few days generates over 60 million data points. Software packages now exist to capture relevant sample information and track samples, exclude outlier and
TABLE 3.1  Typical Steps in Analyzing Gene Expression Data*

1. **Image analysis**—align grid to image, eliminate outlier pixels and features
2. **Preprocessing**—summarize probes, subtract background, normalize overall intensity between arrays
3. **Differential expression analysis**—statistical analysis, clustering
4. **Pathway analysis**—determine whether differentially expressed genes are functionally related

*Regardless of platform technology, gene expression data is analyzed in a series of ordered steps. Image analysis occurs after the microarray is scanned. At this stage, obvious image artifacts are flagged and/or eliminated from further analysis. A grid is aligned to the image to allow for location of each DNA sequence on the array. If a spotted microarray was used, optimal regions of each spot can be determined for analysis. Obvious outlier pixels (a subset of each spot) or spots are flagged and/or eliminated. Preprocessing occurs before any differential gene expression measurements are made. In this step, array background needs to be determined and subtracted, normalization must be done so that differential expression is not driven by overall differences in array intensity, and some type of probe summarization needs to be done. If all probes for a given gene are the same, then nonoutlier probes can be averaged. For Affymetrix technology where multiple probes per mRNA are not identical, more complicated summarization algorithms need to be applied (see Ref. [35]). Differential expression measurements depend on the design of the experiment, but can involve classical statistical methods as well as clustering. The latter method groups transcripts and samples with similar expression values so that potentially relevant patterns can emerge. Heatmaps, which involve experimenter-specified transcript and/or sample ordering, can also be used to display relevant gene expression patterns. Pathway analysis involves layering lists of differentially expressed genes onto known molecular interactions so that some biological relevance can be drawn from the experiment.

Once a microarray experiment has been planned, it is useful to collect as much experimental information up front as this information will not only provide for a more informed analysis but will also prepare the experimenter for the eventual submission of the data to a public database on publication of a manuscript. The type of information that might be tracked includes details about the samples such as tissue type, amount of starting material, age, gender, genotype, drug treatments, and developmental stages. Information about the experiment should also be tracked, including labeling and amplification method, microarray type, array washing protocols, and scanner properties. Experiment performance should be tracked, including amplification yields and array background and signal-to-noise measurements. Although the possible types of
experimental parameters that can be captured are virtually endless, a laboratory needs to balance the possible information gained with potential lack of experimenter compliance in requiring a large amount of information.

Keeping track of this information is not difficult if a laboratory is performing only a handful of microarray experiments per year. However, research institutes, biotechnology companies, and pharmaceutical companies have found it useful to share data across the organization to allow for later data mining. To do this, some type of laboratory information management system (LIMS) needs to be put into place. Many of these LIMS databases are custom-built or provided by the microarray manufacturer, but some are commercially available.

Once an experiment has been completed, the first data captured are the array image. Software, often provided by the manufacturer, is then used to align a grid to the image so that the location of features can be determined. If the array features were spotted, then analysis needs to be done to determine the best possible portion of the spot to measure and to eliminate results due to spotting artifacts. For all array types, background subtraction must be performed and outlier features need to be eliminated. At some point, multiple image pixels per feature need to be averaged. Redundant or identical probes need to be averaged in some manner. Finally, if multiple arrays are to be analyzed together, normalization is necessary to enable comparison of arrays with differing overall intensities. At this stage, arrays subject to obvious tissue preparation, sample processing, or array-processing error can often be found and eliminated.

The next step in data analysis is to measure mRNA-level differences between relevant experimental groupings. Replicate samples need to be identified, and outlier samples can be flagged. If the number of replicates per grouping is sufficient, then classical statistical tests such as analysis of variance (ANOVA) can be used to calculate the significance of the differences between the groups. Because of the number of simultaneous measurements in microarray experiments, the results are subject to multiple testing errors. For example, if one is measuring the difference in expression between two experimental groups on a 10,000-probe array and a Student’s t-test is used for analysis, a p-value cutoff of 0.01 by chance alone will yield 100 putative differentially expressed genes. So, if 200 genes with this p value are found in this experiment, approximately half are likely false positives. A strict correction for the number of measurements (Bonferroni) often is much too stringent so that p values of less than $1 \times 10^{-7}$ will be required to state that a given gene is differentially expressed. Therefore, alternative methods besides a strict multiple testing correction should be considered. Some more recent methods that were developed specifically for microarray analysis can estimate a “false discovery rate” so that some level of confidence in the findings can be estimated [20–22]

Because of the relatively high cost of microarray experiments, experimental designs seldom incorporate enough replicates for traditional statistical analyses. In order to assess differential expression, researchers often simply rely on determining fold-change differences between conditions, in other words, magnitude of change. This can be adequate when one is simply attempting to catalog the most differentially expressed genes, and then will verify those changes with another technology such as
quantitative RT-PCR (QPCR). But because of the multiple testing problems described above, confidence in the findings cannot be assessed. Also, magnitude of change in mRNA levels doesn’t necessarily correlate with biological significance, as groups of genes in the same biological pathway might be differentially expressed at a low level and add up to a biologically meaningful event [23]. To improve the chances of finding relevant changes in experiments with few replicates, two more measures besides fold change should be considered. The first is the intrareplicate expression level relative to the between-group expression level. In other words, how reliable is the group measurement? If the replicates do not give similar measurements, then that gene should not be considered for differential expression. The second measure is the minimum expression threshold, so that at least background expression levels must be reached in at least one experimental grouping.

Another method to assess differential expression and to display data, and a very popular one in microarray studies, is to cluster the data. The advantage of this technique is that we can begin to see patterns in the expression data, which can be difficult given the number of simultaneously changing mRNAs and possible different experimental conditions. However, clustering can make patterns out of random data. Since there are a large number of clustering algorithms available, the best advice is to choose at least two different ones and compare results. It is also a good idea to compare your results to randomized data to ensure that the patterns you see with your data are distinct. The article by D’Haeseleer is a useful primer on clustering analysis [24].

Regardless of which method is used to find differentially expressed genes, it is still useful to display the changes so that patterns may emerge. One way to do this is with heatmaps, where one orders all experimental groups in one dimension and mRNAs in the other dimension. The third dimension is expression level and is most likely displayed with a color scheme. Upregulated, across conditions, genes are displayed in one color and downregulated genes in another. The magnitude of the change can be indicated by the intensity of the color. In order to display genes in this manner, expression levels need to be normalized so that the magnitude of the change, not the absolute expression level, is highlighted.

Once differentially expressed genes are found, then experimenters need to put the data into a biological context. The completed sequence of various genomes has aided the acceleration of knowledge of gene function. That information is being assembled in databases so that large webs of gene product interactions can now be described. Thanks to projects such as Gene Ontology (GO) and the Kyoto Encyclopedia of Genes and Genomes (KEGG), which assemble this information, both commercial and open-source pathway-building software packages have been created [25,26]. So now, one can fairly rapidly determine whether their gene expression experiment has led to changes in biological pathways that could explain the underlying biology behind the experiment. Often it turns out that no obvious biological pathways seem to be affected. This could be due to faults in the experimental design or analysis, limitations in the technology, because the biological question cannot be assessed with gene expression alone, or simply that the genes affected are not yet adequately described. Integration of pathway databases with
other emerging genomics datasets, like single-nucleotide polymorphisms (SNPs) and methylation collections, will in the future lead to an even greater understanding of gene function. The hope is that more information, when managed properly, will aid in interpretation of gene expression experiments.

### 3.6 GROWING PAINS

As described above, microarray designs, sample preparation techniques, and analysis methods vary widely. More recently, there has been quite a bit of concern about the reproducibility of microarray experiments. For example, comparing the same samples across microarray platforms yielded very little concordance [27]. But one encouraging set of studies showed that data collected using standardized methods from experienced laboratories can be reproducible across platforms and laboratories, at least for a subset of differentially expressed genes [28–30]. In addition, the Tan group study was reanalyzed and it was found that the analysis methods and errors in the experimental procedures, and not platform inconsistencies, led to the low concordance in the datasets [31]. Because of these concerns and the Food and Drug Administration’s (FDA’s) consideration of the use of genomic datasets in the drug approval process, there have been efforts to compare gene expression platforms and associated sample and data-processing methods (http://www.fda.gov/cde/genomics). The Microarray Quality Controls Consortium (MAQC) at the FDA is charged with establishing a large dataset of microarray data across several platforms from different sites and making tightly controlled comparisons across these platforms [31]. Similarly, the External RNA Controls Consortium (ERCC) has been developing a set of controls that can be used across platforms to assess the efficiency of different stages of sample and array processing [32]. The results from these consortia concluded that cross-platform comparisons were actually quite good if proper comparisons are made [33]. Finally, the Microarray Gene Expression Data (MGED) Society has made progress in requiring the submission of at least a minimal amount of experimental information before submitting data to journals [34]. These efforts have led major journals to also require submission of all microarray data referenced in a manuscript to a public database on submission of the manuscript. This transparency should result in greater success in replication of experiments and, as described below, allows for sharing of microarray data that can lead to additional discoveries from the same dataset.

In parallel with the microarray platforms themselves, microarray analysis methods have matured since 1997 or so. Many algorithms have been developed to aid in all steps in the analysis process. For example, more than 50 algorithms have been developed simply to condense probe data from Affymetrix arrays so that transcript intensity values can be derived [35]. Because these methods often give widely varying results, it can be confusing to determine which one to choose, and it is probably safest to use at least two of these methods for analysis [36]. Allison and colleagues listed basic recommendations to dispel analysis myths and provided clarity to five components of microarray analysis: design, preprocessing, inference, classification, and validation [37]. The authors point out that many of these supposedly new methods are simply
modifications of methods used by statisticians for decades, and they suggest that algorithm developers spend more effort in describing and analyzing the merits of current algorithms than trying to invent new ones.

Because microarrays attempt to quantify gene expression across many genes simultaneously, detection is not optimal for every nucleic acid sequence. The resulting loss in sensitivity means that many messenger RNAs are simply not detectable with microarrays. In addition, compared to QPCR, technical replicates are more variable, and there is a loss in estimating relative changes in expression level across microarray samples in an experiment [38]. Further improvements in microarray designs, sample amplification and labeling, array-scanning technologies, and analysis algorithms in the future will give more comparable results to QPCR.

Many technologies have benefited from automation. As any microarray core lab manager knows, variability can be introduced at all levels of sample and array processing, and the experimenter alone can be a major factor. Therefore, automation of sample and array processing will reduce experimenter artifacts. Regardless of array platform type, sample preparation steps from RNA isolation to array hybridization can benefit from automated liquid-handling robots that have been used for years in other areas of the biotechnology industry. As far as array processing steps, array manufacturers like Affymetrix and Illumina are attempting to introduce systems to simultaneously hybridize, wash, and scan 96 whole-genome expression arrays simultaneously.

There are still several areas of improvement for the technology, independent of analysis methods and measurement limitations. The most obvious problem at the current time is monetary expense of these experiments. Although the cost per messenger RNA is lower for a whole-genome microarray than for other less multiplexed methods, typical experiments can run in the tens of thousands of dollars for just the arrays and reagents. Moreover, most platforms require purchase of specialized equipment that can cost in the hundreds of thousands of dollars. Until these costs drop significantly, most laboratories will limit the sizes and frequency of microarray experiments.

3.7 APPLICATION OF PUBLIC GENE EXPRESSION DATASETS

Although direct comparison across platforms and laboratories warrants caution, as described above, very useful information can be extracted from other people’s experiments performed in other laboratories. There are many publicly available gene expression data sources that can be queried for particular genes and biological processes of interest. There are two general categories of gene expression databases. One category involves the compilation of information about every gene in the genome. Information can consist of basic details such as sequence, biological function, and location in the genome, but the key feature is gene expression levels across tissues. These “tissue gene expression” databases typically contain microarray data performed by a single group using a single microarray type, so cross-sample comparisons are possible. The second type of expression database catalogs complete expression
datasets performed in a wide array of laboratories. These “data warehouses” are the preferred data deposit sites of major journals on submission of a manuscript containing microarray gene expression data.

Tissue gene expression data sources like Symatlas (http://symatlas.gnf.org), SOURCE (http://source.stanford.edu), and The Mouse Gene Prediction Database (http://mgpd.med.utoronto.ca/) can be valuable tools to determine gene function [39–41]. These free resources allow researchers to perform simple queries to determine in which tissues their genes of interest are expressed. These resources can also be used in a much broader fashion. For example, Mootha’s group (2003) used tissue gene expression to find a previously unknown gene responsible for a mitochondrial disorder [42]. Tissue gene expression databases, along with other databases, have also been used to categorize, at a whole-genome level, genes potentially involved in a particular type of disease category [43]. These datasets can, in addition, help prioritize potentially causative genes in rodent quantitative trait locus (QTL) or ethyl-N-nitrosourea (ENU) mutagenesis studies [44,45]. Finally, tissue expression can determine whether a gene product is a realistic target for pharmacotherapy. For example, if one is interested in targets for prostate cancer therapy, an ideal candidate would be one whose expression is activated in cancer yet whose expression is low in other normal tissues besides prostate [46].

Often researchers have a particular gene or set of genes on which they would like information in addition to tissue gene expression. Besides where a gene is expressed, it would also be useful to know when it is expressed. For example, it could be beneficial to determine what happens to expression of a particular gene when another gene is knocked down or overexpressed in mice or in cell culture, when animals or cells are treated with a particular drug or given a specific stimulus, or in a particular disease condition. Genewise queries across all samples are not yet possible in large publicly available datasets, probably because it would take a huge effort to organize the data and set up the analyses. But two large data repositories have been making it easier to query experiments that other groups have performed, and to download that data for further analysis. Both Array Express from EMBL (http://www.ebi.ac.uk/arrayexpress), and Gene Expression Omnibus (GEO; http://www.ncbi.nlm.nih.gov/geo) contain tens of thousands of microarrays from hundreds of published microarray experiments [47,48]. Before considering performing a microarray experiment, it could be beneficial to first see if a similar experiment has been performed and submitted to one of these data repositories.

Some data repositories have been created specifically for stem cell microarray experiments. These data collections are intended to put relevant gene expression datasets in one place so that many laboratories can mine data that have already been collected. Two of those deserve mentioning here. StemBase from the Ottawa Health Research Institute (http://www.ottawagenomecenter.ca/projects/stembase) is a collection of about 200 microarrays with specialized analysis tools [49]. The Stem Cell Database (http://stemcell.princeton.edu/v1/index.html) contains information on genes enriched in hematopoietic stem cells [50]. The hope is that these specialized stem cell datasets will aid in discovery of genes important in the unique functions of stem cells.
3.8 THE WIDE ARRAY OF MICROARRAY APPLICATIONS

The first global microarray experiments broadly described, at a transcriptional level, genes that were likely to be involved in a biological process of interest [8,51]. Application of gene expression microarray technology has ventured beyond a global analysis of gene expression in a biological system in order to broadly describe that system. It is now used at all levels of the drug discovery process, including disease target identification, disease target validation, drug candidate optimization, confirmation of targets of drug candidates, and for diagnostic purposes in clinical studies (Table 3.2).

Gene expression microarrays have successfully identified potential therapeutic targets for disease across many areas of biology. In one example, genes not previously known to be involved in multiple sclerosis (MS) were found by microarray to be differentially expressed between disease and control samples. Manipulation of the levels of a subset of these transcripts in a mouse model of MS reduced the disease symptoms [52]. In another example, expression profiling of tumor samples from various organs identified EphB2 as a cell surface target in colorectal cancers. Using that information, a therapeutic antibody was developed against EphB2 and shrunk tumors in mouse models [53].

Expression profiling using microarrays has been successfully applied in the target validation process. Target validation can be seen as the process in which a protein that has been determined as a target for drug therapy is validated by overexpression or knockdown in another in vivo or in vitro system to determine whether disease characteristics are maintained. Disease characteristics can be either phenotypes or gene expression profiles consistent with the disease. As an example of the latter approach, expression profiling was used to identify target genes of a previously identified candidate disease gene [54]. This approach uncovered a transcriptional network that played a key role in the disease. Thus, expression profiling can serve as a phenotypic marker in target validation as well as reveal additional genes for possible therapeutic intervention.

TABLE 3.2 Potential Microarray Applications

Identify genes potentially relevant to biological system of interest
Validate therapeutic targets of disease
Optimize candidate therapeutics
Identify targets of therapeutics, when in doubt
Clinical applications: diagnostics and prognostics

“The most common application has been to find genes that might participate in a biological process by examining their expression patterns across a set of conditions such as a disease state or disease model. The technology has also been used widely in other areas of the drug discovery process. A therapeutic target refers to a gene product that could be used as a target for pharmacological intervention. Validation refers to the process of examining the role of a particular gene product in a disease state or disease model. A candidate therapeutic is a pharmacological agent in consideration for eventual administration to humans. Often small molecule screens are developed against a disease process without a particular target in mind. Gene expression profiling can be used to determine the targets of candidate compounds.
Another step in the drug discovery process where microarrays can be used is the process of lead compound optimization, where candidate compounds can be prioritized by showing a combination of beneficial gene expression profiles in target organs as well as minimal toxicity profiles in other vital organs. This approach might be aided by comparing expression profiles to a competitor’s marketed drug for which the candidate compounds are intended to compete. This is still an unvalidated approach.

Global gene expression analysis has been shown to be useful in identifying the mechanism of action of potential therapeutics in biological systems. Some small-molecule functional assays used in drug development are not designed against a specific target. An example of this would be cell viability or proliferation as an endpoint in screens for anticancer compounds. Once effective candidate compounds are found, it is imperative to discover the target protein or pathway to provide a greater understanding of the mechanism of action. In 2004 Wu and colleagues used gene expression to find the target pathway of a small molecule that induces osteogenesis in mesenchymal progenitor cells. The authors found by global gene expression that the Hedgehog signaling pathway was stimulated by this compound, and they were able to narrow down the site of action to a specific point in the pathway [55]. Even in targeted small-molecule screens, microarray profiling can be used to confirm specificity of the compounds against the intended target. Bedalov and coworkers [56], compared expression profiles of a candidate compound in yeast against a yeast deletion mutant of the intended target of the small molecule. The expression profile of the small molecule overlapped the expression profile of the deletion mutant of the intended target better than did a collection of deletion mutants from the same protein family that were not believed to be targets of the compound [56]. These approaches demonstrate that global gene expression profiling can be used to identify specific protein targets of biologically active small molecules.

Global gene expression profiling has found many diagnostic and prognostic applications since 1997 or so, although the reliability of some of these early studies is in question [57]. Nevertheless, the technology has been shown to effectively find subgroups within disease populations as well as predict disease outcome. In addition, it has the promise of being able to predict whether a patient will respond to a particular pharmacotherapy. Beer and others [58] used expression patterns of lung adenocarcinomas to find an optimal subset of genes that was able to stratify patients into high- and lower-risk categories. This approach could possibly be used to identify alternative therapeutic strategies for the high-risk groups. In a kidney transplantation study, Flechner’s group [59] used expression profiling to predict rejection status using kidney biopsies. Importantly, they were also able to use peripheral blood lymphocytes for the same purpose, leading to the possibility of a minimally invasive approach to predict organ rejection status in patients. Finally, some studies have used gene expression measures in tumors or disease-relevant cell lines to predict the likelihood of response to a particular therapy. Some examples can be found in acute myeloid leukemia [60], colon carcinoma [61], gastric cancer [62], and non-small cell lung cancer [63], among others.

Microarrays promise to provide much new information about stem cells that allow us to more easily manipulate them for therapeutic use and understand their roles in
cancer. Ramalho-Santos compared expression profiles between hematopoietic, neural, and embryonic stem cells [64]. Genes that were commonly expressed in all populations might define the ability of stem cells to self-renew and generate differentiated progeny. Forsberg and coworkers used microarrays to identify novel regulators of self-renewal and proliferation in hematopoietic stem cells [65]. One caveat to expression profiling in defining the roles of various genes in stem cell properties is that the populations used in profiling experiments might not be completely pure. Hopefully cell surface markers can be found from these experiments that may provide for isolation and identification of more pure populations.

3.9 NEW AND COMPLEMENTARY MICROARRAY TECHNOLOGIES

The measurement of steady state mRNA levels using microarrays was the first use of a whole-genome array technology. Many additional complementary technologies are being developed that can detect genetic and epigenetic changes (SNP, array comparative genomic hybridization, and methylation analyses), determine which areas of the genome are transcriptionally active under a given condition (chromatin immunoprecipitation on arrays or ChIP on chip), measure non-protein-coding RNA expression (noncoding RNAs and microRNAs), and measure expression of individual exons and thus find splice variants (exon arrays). Combined application of these tools has already identified novel genes involved in stem cell self-renewal [66].

Identification of single-nucleotide polymorphisms (SNPs) among individuals has accelerated due to the development of array platforms for SNP analysis [67]. A lower-throughput SNP assay together with gene expression analysis in recombinant inbred mouse strains led to the implication of multiple genes in various characteristics of hematopoietic stem cells [68]. It is only a matter of time until these new array-based SNP technologies will be used to characterize genes involved in human stem cell function. Josephson’s, group, used a combination of gene expression and SNP microarray technologies, along with other methods, to characterize human embryonic stem cell lines [69].

Methylation analysis is also being performed on high-density arrays. Since embryonic stem cells are derived during an active period of epigenetic reprogramming, it would make sense that DNA methylation status controls many properties of these cells [70]. Bibikova and colleagues used Illumina arrays to compare methylation patterns between human ES cells and other cell types [71]. This approach identified many regions likely to control ES cell properties, and could serve as a “fingerprint” for human ES cells.

MicroRNAs are an abundant class of noncoding RNA species that have been shown to be important in development and cancer [72]. It is also believed that they will play an important role in stem cell function [73]. Commercial microarrays are now available to examine expression of all known microRNAs simultaneously. Some current vendors include Ambion (www.ambion.com), Invitrogen (www.invitrogen.com), and Exiqon (http://www.exiqon.com). Annotation of known microRNAs is being compiled at the Sanger Institute [74].
Alternative mRNA splicing is also likely to play an important role in stem cell function, as it has in cancer [75]. Genomewide studies of alternative splicing under certain conditions have only begun to be performed. Pritsker’s group computationally predicted alternative splice sites on a genomewide scale and confirmed the existence of a high percentage of those predictions [76]. Shoemaker and coworkers examined alternative splicing on a genomewide level using microarrays [77]. Affymetrix now manufactures a full-transcriptome exon array, bringing the possibility of global splice-variant analyses to any laboratory (www.affymetrix.com).

Tracking changes in DNA copy number can be efficiently performed on microarrays. The technique, named aCGH for array comparative genomic hybridization, has been used mainly for cancer studies [78]. Its application in stem cell biology has not been fully realized beyond tracking stability of stem cell lines [79].

ChIP on chip approaches have been used to globally define areas of the genome that are under active transcription in a given experimental condition, as well as identify targets of a particular transcription factor [80]. Several different microarray manufacturers market arrays for such approaches, and there are some service providers who will perform these experiments on a fee-for-service basis (http://www.nimblegen.com; http://www.genpathway.com). A genomewide ChIP on chip study of stem cells under certain conditions would allow us to focus on particular chromosomal regions under active transcription [66,81].

There are now many microarray technologies that can examine, at a genomewide level, genetic, epigenetic, and transcriptional characteristics between cell and tissue types. These evolving technologies will be used in parallel with gene expression analysis to better explain how RNA dynamics controls cell function. We are beginning to learn our lessons from the first genomewide array technology and will apply those lessons to these new technologies. Bringing these various technologies together in a controlled and intelligent manner will allow us to better manipulate stem cells for biomedical purposes.
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Since their discovery in the 1960s, stem cells have been the focus of intense research interest. More recent recognition that stem cell fate determinations may underlie human pathologies and that stem cell differentiation \textit{ex vivo} might offer therapeutic hope for disorders like Parkinson’s has only increased this interest. Because of the fragile nature that plagues primary human cells in an \textit{ex vivo} state, a limited supply of stem cells for research use, and the lack of specific tools for their study, a thorough understanding of the cellular programs directing their self-renewal and differentiation has yet to be achieved. One technique that has not been widely applied is genomic functional profiling, a technique capable of testing the contributions of many genes individually in high-throughput fashion for their impact on key cellular processes. Similar methods exploited in traditional low-throughput fashion have demonstrated the importance of the transcription factors Nanog and Oct 4 in maintaining embryonic stem cells in an undifferentiated, pluripotent state [1]. Differentiation, in contrast, involves changes in the expression patterns of hundreds of genes, implying programs of great complexity that remain to be explored [2,3]. High-throughput technologies such as genomic functional profiling are ideally suited to the rapid, unbiased identification of key players in processes such as these. The purpose of this chapter...
is to introduce the concept of genomic functional profiling and what it offers to the study of stem cell function.

### 4.1 EARLY GENE FUNCTIONALIZATION IN MAMMALIAN CELLS

Until the early 1960s, scientists characterized gene function by determining general nucleotide or amino acid composition; spatiotemporal expression patterns; and metabolic, enzymatic, or structural activities. Elucidation in the 1960s of the genetic code, which lead to development of forward genetic, reverse genetic, and cell culture technologies, greatly accelerated the search for gene function. Over time the functions of thousands of mammalian genes have been characterized *in vitro* or *in vivo* using technologies focusing on one or a few proteins at a time. Functional information derived from such direct experimentation has remained surprisingly restricted, however. The Entrez Gene database developed and maintained by the National Center for Biotechnology Information indexes individual genes to published reports on their functions [4]. Figure 4.1 illustrates the focused nature of this knowledge by representing the distribution of PubMed citations across the human genome. Of 35,566 human genes annotated by Entrez Gene, the most frequently cited 100 account for 12% of all indexed PubMed citations. The least frequently cited half together account for just 3%. Thousands of genes are indexed to one or a few functionally relevant citations and many, to none at all. Moreover, there is little
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**Figure 4.1** PubMed citations per human gene according to the Entrez Gene database. The gene2pubmed.gz file dated 2/22/07 was obtained from ftp://ftp.ncbi.nih.gov/gene/DATA/. This file links PubMed citations reporting well-validated annotation information to canonical genes reported by Entrez Gene. Human genes and linked PubMed citations were parsed by species ID, the number of citations counted for each of the 35,566 obtained human loci, and then genes ranked from most to least frequently cited.
evidence that the degree of citation correlates with the importance of particular
genes in key cellular processes [5]; several genomic functional profiling studies
have identified putative novel oncogenes lacking either published support or
information that would have enabled hypothesis driven prediction of their roles
in this highly relevant and intensely studied cellular process.

In the late 1990s, a series of technological innovations spurred the genomics
revolution. The availability of the sequences of entire genomes fundamentally altered
views of gene function, as traditional gene-centric knowledge achieved through
traditional means could be supplemented by whole-genome sequence homology
searches rooted in our understanding of the relationship between domains and
molecular function. Early genomics tended to view function in terms of genes numbers
and protein domains rather than in terms of individual genes themselves. Mining the
human genome assemblies using sophisticated gene prediction algorithms and
homology-finding hidden Markov models yielded predictive or inferential annota-
tions for 25,000 genes, generally without any experimental data supporting functional
prediction. Accompanying this increase in raw sequence data was an increase in the
production and availability of complementary cDNA clones used as expressed
sequence tags (ESTs) for genome assembly. Libraries of EST clones in formats and
vectors permitting overexpression on introduction into mouse and human cells
became available from organizations such as ATCC (www.atcc.org) and the
Mammalian Genome Consortium [6]. Introducing these clones into appropriate cell
types became one way to test sequence-derived functional hypotheses.

A second important development in the field of genomics was the widespread
adoption of DNA microarrays for measuring global RNA expression. Exposing RNA
from cells to a microarray permits relative levels of each RNA to be precisely
quantified. Expression patterns for thousands of known or predicted genes have been
characterized by comparing RNA levels in different tissues or cell lines at different
times [7]. Integrating spatiotemporal RNA expression data, experimentally deter-
mined functional knowledge, and domain signature predictions has provided even
greater levels of functional information for poorly characterized genes. A scan of the
genome using well-trained HMM models from Pfam can easily identify every region
capable of encoding a canonical protein kinase and profiling their expression in
diverse tissues via microarray analysis has further refined our understanding of
putative kinase functions [8,9].

Their considerable advantages notwithstanding, domain prediction and mRNA
expression profiling provide information from which function can only be inferred;
predicted activities must still be tested and confirmed by direct experimentation. In
addition, annotation based strictly on inferred domains or characteristic expression
patterns remains powerless to tell us anything about the functions of genes that do not
resemble those with known molecular functions or with uninformative expression
patterns. Fully 41% of gene products described by the original human genome
sequence assemblies were found to be unclassifiable [10]. Evaluation of cDNAs
encoding 19,574 unique human proteins using InterProScan found classifiable
domains, repeats, or family associations for only 50.1%, leaving the remainder
un-annotated [11]. Gene expression profiles determined by microarray analysis may
be similarly uninformative owing to very low expression levels, such as occur throughout the GPCR family, or to broad and even tissue expression. Moreover, neither gene expression patterning or knowledge of molecular function necessarily tell us what roles gene products play in key processes of interest to us. All human protein kinases and nuclear hormone receptors have likely been identified, but many remain incompletely uncharacterized in terms of their cellular function, despite our knowledge of their mechanistic capabilities.

4.2 EXPLORING CELLULAR GENE FUNCTION VIA GENOMIC FUNCTIONAL PROFILING

Genomic functional profiling attempts to fill this gap in our knowledge of gene function by subjecting the genome itself to direct functional experimentation. At its most basic, genomic functional profiling systematically overexpresses or depletes genes in cellular models seeking those involved in key processes. By profiling thousands of genes at once without regard to what is known about them in advance, relationships between cellular processes and the genes eliciting them can be characterized in an unbiased fashion. Gene overexpression and depletion strategies are not new; our understanding of molecular function owes much to their application in the context of individual genes. What genomic functional profiling does differently is miniaturize these approaches for use in high-throughput cellular assays, lowering the barrier to testing well-characterized genes for new cellular roles and providing a high-throughput, low-input means of characterizing the roles of genes about which we know little or nothing. CENTA1, a poorly studied GTPase-activating protein regulating neural signaling (see Figure 4.1 for level of functional support in the scientific literature), has been shown by genomic functional profiling to also modulate AP1 signaling leading to anchorage-independent growth, raising the possibility that CENTA1 may also have oncogenic potential [12]. Mammals possess only 2–3 times as many genes as the fruitfly [10,13,14]. One way to achieve greater organismal complexity without dramatically increasing gene number is to use the same molecular activities in diverse cellular contexts. As-yet undetected functions may therefore exist for many well-characterized genes. Detection of these functions and roles will rely on techniques such as genomic functional profiling that can scan through thousands of events for the few true players. Genomic functional profiling offers additional advantages over analyses rooted in inference-based domain mining or studies of RNA dynamics. Expression profiling of pre- and postdifferentiated stem cells has revealed global changes in gene expression [2,3]. Genomic functional profiling assays are capable, in theory, of filtering through this gene set for those that specifically direct differentiation or those that merely implement orders. Assays executed in differentiated cell types have identified tens to hundreds of genes performing rate-limiting steps in diverse cellular processes, and many of these genes have subsequently proved to be functionally related. Genomic functional profiling therefore offers the possibility of unmasking the components of entire cellular pathways or biological networks in a single high-throughput experiment.
Figure 4.2 illustrates the general methodology of a genomic functional profiling experiment. An experiment, frequently referred to as a screen or assay, comprises three elements: a library of functional nucleic acids, some means of introducing the library into cells, and a measurable and informative assay endpoint linking function and nucleic acid. Overexpression nucleic acid libraries comprise mostly protein-coding cDNA clones. Depletion nucleic acid libraries comprise constructs acting through RNA interference (RNAi) mechanisms, typically either synthetic small interfering RNAs (siRNAs) or encoded short-hairpin RNAs (shRNAs). Libraries are introduced into cells via lipid-mediated transfection or viral delivery. Assay endpoints are varied, reflecting the wide variety of cellular mechanisms to be tested and

EXPLORING CELLULAR GENE FUNCTION VIA GENOMIC FUNCTIONAL PROFILING 87
methods for determining the impact that entities have on them. They range from whole-well assays using cotransfected reporters detecting activation or repression of particular signaling cascades to complex multiparametric and cell-autonomous endpoints detected by high-content imaging. Virtually any cell-based assay developed for low-throughput analyses can be adapted for high-throughput genomic functional profiling. Functional profiling assays can be conducted in arrayed format, where each nucleic acid is interrogated independently or in pooled format, where the assay endpoint incorporates some selection mechanism favoring those nucleic acids eliciting the desired cellular phenotype. Novel hits can generally be divided into three categories: well-annotated genes with previously undetected roles, unannotated genes with predicted domains, and unannotated genes devoid of domain signatures.

4.2.1 Profiling the Function of Overexpressed cDNAs

Initial efforts at overexpression-based functional profiling adapted the reverse-transfection approach to microwell plates, employing cDNAs randomly picked from plated cDNA libraries [15]. Using a library of 10,000 randomly arrayed cDNAs from a CD1 mouse library, Albaryrak and Grimm transfected HEK293T human embryonic kidney cells seeking genes capable of inducing apoptosis, identifying several known and novel proapoptotic factors, including the novel activator SHDC [Cyb(L)], a member of the cytochrome B large subunit [16]. Using an adenoviral library of 13,000 randomly selected arrayed cDNAs from a human placental library, Michiels et al. infected mesenchymal stem cells seeking those capable of inducing osteoblast formation among other phenotypes, reidentifying the known osteogenic genes BMP4, BMP7, and FosB as well as several genes hitherto unassociated with this role [17]. Using a library of 145,000 clones semipooled to four clones per well, Matsuda et al. transfected HEK293T cells cotransfected with luciferase reporters sensitive to activation of the NFκB and MAPK signaling pathways, identifying 34 copies of the TNF receptor, 19 of MyD88, 8 of TRADD, but just one copy of the RelA DNA-binding p65 subunit of the NFKB transcription factor complex itself [18].

The composition of cDNA libraries made from cells or tissues tends to be biased toward the most frequently expressed mRNAs. To overcome this bias, most genomic functional profiling efforts employing overexpression have exploited arrays of individual, unique, preselected clones. By purposefully mining large collections of arrayed, expressible, presequenced cDNAs, unique clone arrays can be restricted to desired gene sets, offering far greater gene diversity for any given number of individual clones screened and control over clone diversity. Screening large or rarely expressed genes using cDNA library-based arrays may require hundreds of thousands of clones, and even the very best libraries will contain just a fraction of all genes whose representation cannot be dictated, and be sized-biased against the largest. Of the nearly 7,000,000 human EST clones sequenced to date, only 10 code for a portion of the proangiogenic protein erythropoietin. These 10 clones appear just 11 times among 86,923 clones randomly selected for sequencing from six different cDNA
Using unique clone arrays consisting of 7000–20,000 human and/or mouse cDNAs, several groups have functionally profiled the AP1, p53, Wnt, and CREB signaling pathways and probed the mechanism of action of the cyanobacterial cytotoxin apratoxin A. In each of these overexpression-based functional profiling experiments, tens to hundreds of known and novel activators were obtained and confirmed and, in the case of select novel activators, specific activities and mechanisms of action reported. In functionally profiling AP1 signaling with ∼20,000 cDNAs transfected independently into 293T cells, the AP1 regulatory activities of cFos, cJun, GADD45, TRAF6, ERB-B2, ATF3, MAP3K11, and others were confirmed [12]. Among the >100 activators, approximately 80 had not been previously associated with a regulatory role in AP1 signaling. Novel AP1 activators of all three varieties were obtained that appear to act at multiple points in the AP1 signaling cascade. The GTPase-activating protein CENTA1 and the uncharacterized protein ZGPAT demonstrated novel oncogenic potential, supplementing what little was known regarding their cellular roles (see Figure 4.1 for functional literature citation number).

Similar results were obtained in pathway-based reporter assays interrogating p53, Wnt, and CREB signaling. In each case known activities were reconfirmed, novel activities identified, and mechanisms of action pursued by more traditional means. In the p53 screen, conducted in p53+/− HCT116 cells, known p53 activators HIF1A and CDKN2A (p14ARF) were identified as were seven previously undocumented activators and two undocumented repressors [19]. Novel activators HES1, HEY1, TFAP4, and OSR1 were subsequently shown to activate p53 via repression of HDM2. In the Wnt screen, conducted by transfecting a library of ∼31,000 unique cDNAs into HEK293 cells cotransfected with a β-catenin/TCF/LEF-responsive TOPflash reporter, the well-documented Wnt activation function of β-catenin and Dishevelled1 DVL1 were reconfirmed [20], the activity of the novel Wnt activator LRRFIP2 revealed, and a biochemical interaction with DVL1 demonstrated after substantial follow-up by traditional means. The activities of two previously unrecognized CREB regulated transcriptional coactivators, CRTC1 and CRTC2 (TORC1 and TORC2), were suggested after functional profiling of CREB reporters by two groups using unique clone arrays of 20,000 and 7000 cDNAs revealed CREB-dependent activation exceeding that of CREB itself [21,22]. Subsequent studies have implicated roles for the CRTC1 and CRTC2 in gluconeogenesis and muscle biogenesis. Overexpression-based profiling has also proved useful in target deconvolution. Functional profiling combined with expression profiling has been employed, for example, to demonstrate that overexpression of the fibroblast growth factor receptor FGFR can complement the cytotoxicity of the potent tumor cell toxin apratoxin A through action on Stat3, a downstream mediator of FGFR signaling [23].

To broaden profiling coverage to as yet un-available clones, Koenig-Hoffman’s group screened HEK293 cells for tumor suppressors using a unique clone array containing 17,680 human cDNA clones and an embryo-derived cDNA library array containing ∼600,000 clones [24]. Known proapoptotic hits included the small
GTPase ras homologs RHOB and RHOC and the cysteine protease CASP2. Novel proapoptotic hits included the aarF domain containing kinase ADCK1 and ubiquitin-like HERPUD1, neither of which had been hitherto linked to a cellular or molecular function. In an interesting variation on the theme of arrayed well functionalization assays, Fiscella et al. generated a library of 8000 human cDNA clones encoding known and predicted secreted molecules, transfected the library into HEK293T cells generating conditioned media, and then applied the conditioned media to primary T cells and T-cell lines seeking secreted proteins increasing cytokine production [25]. A previously unannotated gene, Integrin Alpha FG-GAP Repeat Containing 1 (ITFG1), was identified and demonstrated to stimulate T-cell secretion of both pro- and anti-inflammatory cytokines and, subsequently, to activate the MAPK pathway leading to in vivo induction of interferon-γ. Using the same library and approach, a second group discovered a previously unrecognized role for bone morphogenic protein-9 BMP9 in regulating glucose homeostasis in vitro and in an in vivo diabetic mouse models [26]. Using a combination of unique clone and random cDNA library arrays comprising over 250,000 clones, Korherr et al. profiled the activity of individual conditioned medias produced similarly on proangiogenic proliferation of human umbilical vein endothelial (HUVEC) cells, implicating a signaling cascade consisting of IKK family member TANK-binding kinase TBK1, the TLR adaptor TICAM1, and the interferon regulator IRF3 in mediating proliferation and angiogenesis in HUVECs [27].

Several overexpression-based profiling assays have employed automated microscopy to detect the cell-autonomous effects of cDNA overexpression. In a proof-of-concept study, Harada et al. profiled the effects of 7364 human and mouse cDNAs on growth and survival of U2OS osteocarcinoma cells using a live-cell, multitimepoint assay measuring individual cell viability via image analysis [28]. Images of representative fields in assay wells were acquired using an automated microscope before and after deprivation of growth factors, growth rates calculated, and subcellular images retained for detailed analysis. As expected, previously identified growth factors such as PCNA and CDK9 permitted growth under serum-starved conditions whereas known proapoptotic factors such as BAD and BAX accelerated death. Two novel genes capable of promoting cellular proliferation and survival of primary cells were also identified and confirmed. Cho et al. used high-content imaging to map the effects of the same library on the insulin-stimulated nuclear import of the diabetes-related transcription factor FOXO1 in U2OS cells, identifying the protein–tyrosine phosphatase PTP-MEG2 as a negative regulator of FOXO1 translocation. Subsequent in vivo experiments demonstrated the ability of PTP-MEG2 to regulate the phosphorylation status of the insulin receptor and antagonize insulin signaling [29].

4.2.2 Genomic Functional Profiling Using RNA Interference Libraries

Enforced overexpression of specific proteins has a long history as a research tool in biological discovery. RNAi, although a relatively recent discovery, has rapidly evolved into an equally useful tool for exploring the cellular functions of genes from the perspective of genomic functional profiling. As with overexpression-based
studies, initial RNAi-based genomic functional profiling efforts were modest in scope. Using a library of 200 shRNA-expressing plasmids targeting 50 human deubiquitinating proteins, Brummelkamp et al. sought to determine the role that these important proteins play in regulating protein stability leading to PMA-stimulated activation of the NF-κB pathway [30]. Among the targets, only depletion of the ubiquitin-specific processing protease CYLD proved capable of enhancing transcription of PMA stimulation NF-κB activation. Follow-up biochemical experiments revealed that CYLD modifies the ubiquitination status of TRAF2, a key component of the NFκB signaling pathway and a regulator of the IkB kinase complex that normally maintains NFκB in an inactivated cytoplasmic state.

The first large-scale RNAi screens were executed using shRNA libraries. Paddison et al. constructed and screened a library of 28,000 shRNAs targeting 9610 human and 5563 mouse genes by transfection, seeking to identify genes required for proper proteosome function in HEK293 cells [31]. Of the 100 shRNAs impacting turnover of a proteosome reporter, 22 targeted 15 different proteosome subunit proteins. Overall, over 50% of the shRNAs targeting a known proteosome protein in the screen scored as hits, not only validating the utility of this particular library and RNAi-based genomics but also reinforcing the notion that genomic functional profiling can reveal entire sets of related, rate-limiting components of interesting cellular processes. A similar strategy was pursued by Berns et al., who generated a library of 23,742 shRNAs targeting 7914 unique human genes in a retroviral vector configured with molecular barcodes [32]. To identify genes critical for normal p53 function, the library was packaged as a single infectious pool and transduced into primary human fibroblasts that proliferate rapidly on p53 inactivation. In addition to p53 itself, arrest depended on five other genes, including ribosomal protein S6 kinase PRS6KA6 and the HIV-1 TAT interacting protein HTATIP, none of which had been previously associated with mediating p53 function in this context. Similar screens with this library lead to the discovery and functional validation of the novel tumor suppressors PITX1 and REST [33,34]. Applied to MCF7 cells treated with or without a potent cytotoxic inhibitor of the p53 interactor MDM2, this strategy yielded a component of the ATM-CHK-53BP1 pathway, 53BP1, which, when depleted in the presence of the inhibitor, nutlin-3, permitted continued cell survival [35].

RNAi libraries that target genes whose functional products are RNA rather than protein have also been deployed for functional genomic profiling. Noncoding RNAs include ribosomal and tRNAs, microRNAs, which trigger endogenous RNAi-mediated suppression of other cellular RNAs, and longer RNAs of unknown function such as the human accelerated region (HAR) RNAs recently hypothesized to be associated with cortical neuron development [36]. Because only minimal knowledge of target sequence is required to design and synthesize active profiling constructs, RNAi-based strategies are ideal for investigating the functions of noncoding RNAs, whose complete sequences are frequently unknown, or, if known, are uncloned. Reasoning that long conserved ncRNAs would have important cellular functions, Willingham et al. screened an shRNA library targeting 512 uncharacterized ncRNAs for those impacting the activity of the nuclear factor of activated T cells NFAT [37]. They identified an ncRNA termed NRON that when repressed significantly increases
NFAT translocation into the nucleus via a physical RNA–protein interaction with importin family member importin-β KPNB1. Libraries that target microRNA non-coding RNAs have also become available. A library of 197 mature microRNAs was assayed for those with oncogenic potential, identifying miRNA-372 and miRNA-373 as potent suppressors of wild-type p53 in human cancers [38].

Two groups have independently expanded shRNA coverage to encompass virtually all known human and mouse protein-coding genes and tested the resulting RNAi libraries in arrayed-well functional profiling screens. One group, whose library is commonly known as the Elledge–Hannon library, configured the shRNA with a microRNA loop linking the guide and passenger strands of the self-complementary RNA, achieving enhanced RNAi potency through superior triggering of the cellular RNAi response [39]. The Elledge–Hannon library comprises some 140,000 shRNA constructs targeting 34,711 human and 32,628 mouse known or predicted genes in an MSCV-based retroviral vector coexpressing a puromycin resistance marker. In proof-of-concept arrayed-well experiments seeking to confirm and compare the activities of shRNAs targeting proteosome subunits, 47 shRNAs targeting proteosome components and 562 shRNAs targeting protein kinases were assayed by transfection for their ability to influence proteosome degradation of a PESTdomain containing fluorescent protein [39]. In this assay, most shRNAs influencing protein turnover targeted a known proteosome component, validating the ability of the library to achieve phenotype-appropriate responses. The second group, known as The RNAi Consortium (TRC), constructed a similarly sized shRNA library incorporating a nonmicroRNA loop in a puromycin-marked lentiviral vector [40,41]. This library proposes to target the entire human and mouse protein-encoding transcriptome with four to five shRNAs per target and at the time of its first report consisted of 104,000 shRNAs targeting 22,000 human and mouse genes. To demonstrate the utility of the TRC lentiviral shRNA library, a subset of 4903 unique lentiviral constructs targeting 1028 human genes was packaged in arrayed-well format as infective virus and screened by high-content imaging in HT29 human colon cancer cells for components involved in mitotic regulation [40]. Targeted depletion of genes known to regulate cell cycle progression like CDC2 and CDK1 induced G2/M arrest, as did a number of genes whose cell cycle regulatory roles had not previously been appreciated. A third group has constructed and validated a smaller library featuring a doxycycline-regulated RNA pol II promoter driving conditional shRNA expression [42], a feature likely to be incorporated in future shRNA libraries.

Advantages of virally encoded RNAi libraries include the ability to reach poorly-transfected cell types, achieve long-term expression, and mark transduced cells. Encoded libraries also permit conditional expression when configured with regulatable promoters [43]. But because they are much easier to screen than encoded shRNAs, synthetic siRNAs have enjoyed considerable use in short-term functional profiling experiments conducted in easily transfected cells. In the first such study, Aza-Blanc et al. constructed a library of 1020 siRNAs mostly targeting human protein kinases and screened them in human HeLa cervical cancer cells for those impacting TRAIL-induced apoptosis [44]. Both pro- and antiapoptotic TRAIL-dependent regulators were identified among the set of genes not already associated with TRAIL.
dependence, including the novel proapoptotic kinase GSK\(\alpha\), whose RNAi-mediated depletion was shown to reduce caspase-8 processing. MacKeigan et al. constructed an siRNA library targeting 650 human protein kinases and 222 human protein phosphatases, profiling the roles their targets play in regulating apoptosis in HeLa cells treated with caspase inhibitors [45]. In so doing they, like Aza-Blanc et al., identified human kinases essential for cell survival, including a number of recognized essential kinases, such as the cyclin-dependent kinase CDK6 and the survival kinases SGK and ATK2. This study also suggested a prominent role for phosphatases in regulating cell survival, as depletion of over 30% of the phosphatases targeted lead to accelerated cell death. Similar studies have employed subgenomic synthetic siRNA libraries to explore cellular processes like endocytosis and insulin signaling [46,47].

Two studies demonstrated the utility of genome-scale libraries of synthetic siRNAs. Bartz et al. used a library of approximately 60,000 siRNAs targeting 20,000 human genes to seek genes that when suppressed can synergize the cytotoxic action of chemotherapeutic agents in transformed cell lines [48]. After progression through a series of filters, a list of 53 candidate enhancers of the DNA crosslinking drug cisplatin were identified and carefully validated, including many uncharacterized genes and members of two networks responsible for monitoring and correcting DNA damage, the BRCA network and the RAD network. Mukherji et al. used a library of 58,746 siRNAs targeting 24,373 unique human genes to systematically catalog key cell cycle regulators by high-content imaging [49]. Eight cellular and subcellular parameters characteristic of G1, S, or G2/M progression were independently measured and analyzed. Even employing conservative metrics, over 1000 genes were implicated in processes governing cell cycle progression. The activities of genes known to play roles in regulating specific phases of the cell cycle were reconfirmed, such as cyclin-dependent kinase CDK1 and polokinase PLK1. Some genes known to regulate progression at one point appeared as hits impacting other points, underscoring the ability of unbiased genomic functional profiling to unmask new functions for well-characterized genes. For example, 15 components of the TNF signaling cascade were shown to be required for successful passage through G2/M phase, despite their well-characterized roles in governing G1/S progression. Still other genes had either no previously reported role in regulating cell cycle progression, although they may have reported function in another cellular process, or were entirely without functional attribution, underscoring the power of functional profiling to supply unbiased information on the function of both annotated and unknown genes. Fully 27% of the 1152 genes picked up as key cell cycle regulators in the screen were devoid of any Gene Ontology functional annotation or Interpro protein domains.

4.3 GENERAL CONSIDERATIONS WHEN APPLYING FUNCTIONAL PROFILING STRATEGIES

Any comprehensive review of the use of genomic functional profiling should discuss its general methodologies. Understanding the inputs, similarities, differences, advantages, and liabilities of these methodologies will be key to exploring potential
application to the study of stem cells. Considerations fall into two categories: those of concern to all high-throughput profiling approaches and those pertaining to specific advantages, disadvantages, and peculiarities of individual approaches, assays, or libraries. From the general perspective of high-throughput screening, these concerns revolve around the rates at which false positives and false negatives are encountered and the applicability of certain libraries in desired cellular contexts. Genomic functional profiling seeks to identify rate-limiting components of interesting cellular processes. From a biological standpoint, how rate-limiting must a component be before it can be detected by such methods, and how frequently do hits from the screening deck prove false and why? It is illustrative for a number of reasons to consider by way of example the metabolic enzyme phenylalanine hydroxylase (PAH), the rate-limiting enzyme in phenylalanine catabolism. Studies have demonstrated that as little as 5% PAH activity can metabolize the phenylalanine in the normal human diet [50]. Since exceptionally few RNAi constructs have been shown capable of reducing target mRNA levels in excess of 95% [39,40,51] and since PAH is present in great excess, PAH’s role in phenylalanine catabolism isn’t likely to be revealed by genomic functional profiling strategies employing an unchallenged cellular model of phenylalanine metabolism, regardless of whether a gain- or loss-of-function approach is employed. Many assay strategies are in fact designed to maximize sensitivity to experimental perturbation of known critical components [44,45]. Nevertheless, the principal conclusion to be drawn from this example is that one should expect to encounter cases when overexpression or RNAi-mediated depletion of real components will fail to elicit a measurable effect on the process under investigation (false negatives). The high reconfirmation rate for known components in most screens does suggest a relatively low false-negative rate, however. What is surprising is not the occurrence of false negatives, which are common in other high-throughput techniques as well, but the large numbers of true activities obtained. It is also comforting to observe that genomic functional profiling does not appear to favor genes having particular molecular functionality; gene families whose activities have been identified include, among others, kinases [15], cytokines [17], cell surface receptors [18], proteases [24], signaling modulators [12], adaptors [25], phosphatases [29], tumor suppressors [33], oncogenes [42], and many genes heretofore unclassifiable.

In addition to false negatives, genomics-profiling experiments can also report false positives. In overexpression experiments, false positives usually occur as a consequence of either phenocopying, when one protein assumes the role of another, or spatiotemporal misexpression, either of which can generate biologically irrelevant responses. These false positives are often detected and discriminated from biologically relevant hits through careful follow-up experiments. What is seldom in doubt is the sequence of the entities responsible for the observed activities, particularly in unique-clone array experiments where clone identity is often known in advance or easily derived after screening. Just the opposite is true for RNAi-based profiling experiments. Responses in RNAi-based experiments are assuredly biologically relevant because RNAi works by depleting endogenous cellular targets. False positives occur when an RNAi construct achieves this response by depleting an RNA other than the one against which it was designed, a phenomenon known as off-target activity. To
avoid host innate immune responses to double-stranded RNA and exploit the RNAi machinery’s preference for dsRNA of specific lengths, RNAi constructs must typically be between 19 and 27 ribonucleotides in length [52–54]. With a centrally located seed region 9–12 nucleotides long conferring most of their specificity [55–57], RNAi constructs are capable of acting on unintended off-targets that share homology in this region [57–59]. In a particularly thorough study demonstrating the capacity of RNAi constructs to achieve biological effects through off-target silencing, siRNAs targeting human GPCR kinase GRK4 and hexokinase HK were shown to efficiently deplete their intended mRNAs and elicit what was presumed to be an associated hypoxic phenotype. Careful follow-on experiments subsequently attributed the associated phenotype not to knockdown of GRK4 or HK, but to off-target knockdown of HIFA through conserved, seven nucleotide segments in the seed regions of the original GRK4- and HK-directed siRNAs [60]. Additional siRNAs to GRK4 and HK depleted their intended targets but not HIFA, and failed to elicit the hypoxic phenotype. As a consequence of these and similar findings, it is generally considered prudent to disregard genotype–phenotype relationships on the bases of activities of single RNAi constructs; only when multiple, independent RNAi constructs elicit a phenotype can depletion of intended targets be safely presumed to be responsible [58,61–63].

Clearly many factors must be weighed when deciding which approach, library, cell type, and assay endpoint to employ in a functional genomic profiling experiment. Some of these factors will be beyond the experimenter’s control; few will have access to more than a limited set of libraries, and many will be forced to restrict experimental methodologies to the reagents at hand. In general, selection of library and approach—overexpression or RNAi-mediated depletion—are dictated by assay duration, assay endpoint, and transfectability of the chosen model cell type. Phenotypes resulting from profound, continual, long-term changes in cellular morphology or fate may require assays of considerable duration [17], whereas signaling events whose occurrence can be readily and immediately detected can employ assays as short as 24–48 h [12]. Phenotypes requiring long-term expression or suppression of target components are best approached using libraries of constructs encoded by viruses that integrate into host cellular genomes so that as cells divide, each daughter will retain the profiling construct. Short-term assays can be prosecuted transiently using transfected cDNAs, shRNAs, or siRNAs. The choice between overexpression and RNAi-mediated approaches is less straightforward. It may be helpful in general to equate overexpression with gain of function, where a phenotype in a few wells or cells occurs above a background of nonevents, and to equate RNAi-mediated depletion with loss of function, where the rare disappearance of a phenotype is sought. In reality both require the ability to detect rare events achieved through any number of integrated cellular mechanisms and components, some of which will be positive in nature and others negative. Adipogenesis of mouse 3T3-L1 cells can be promoted by overexpression of the peroxisome proliferator PPARγ and the transcription factor C/EBP but antagonized by overexpression of the proinflammatory cytokine TNFα [64–66]. In general it is useful to configure assays and readouts to seek positive rather than negative events, regardless of whether the underlying source is due to gain or loss of target function, since seeking signal loss in...
a background of elevated signal due to nonevents can lead to excessive false-positive rates. Rare positive events above a generally low signal background may be more difficult to achieve. Processes such as oncogenesis resulting from misexpression or dysregulation of host cellular proteins have been productively approached using both overexpression [12,19,24] and RNAi-based approaches, [33,34], although both assay types were configured so that mediators generated positive responses.

Assays in easily transfected cells requiring only transient gene overexpression or depletion can exploit naked cDNAs, shRNAs, or synthetic siRNAs. More complex profiling assays may require image-based cell-autonomous endpoints, long-term expression unsuited to transient transfection, or cell types refractory to lipid-mediated transfection, all of which will dictate the use of virally encoded cDNA or shRNA RNAi libraries. Genome-scale shRNA RNAi libraries have been constructed in oncoretroviral and HIV-based lentiviral vectors, each capable of infecting cells, integrating into the host cell genome, and effecting stable, long-term expression of virally encoded shRNA constructs [39–41,51]. Sub-genome-scale overexpression cDNA libraries have been constructed in an adenoviral vector [17]. The choice between lentiviral, retroviral, and adeno-viral libraries is dictated by whether target cells are dividing or nondividing. Lenti viral vectors can infect and integrate into the genomes of nondividing cells whereas efficient retroviral transduction requires the nuclear envelope breakdown accompanying cell division and adeno-viral vectors do not integrate at all, though they can frequently infect and remain episomal [67,68]. Viral tropism can also have a large impact in selection of a particular library [69], and this is no less likely to be true in stem cells than in non–stem cells [70]. Those in possession of viral shRNA libraries frequently test a variety of viral envelopes to empirically match optimal coat protein to experimental cell type.

If an RNAi-dependent assay is required in easily transfected cells, the use of synthetic siRNAs offers considerable advantages over plasmid-based libraries. Because they are synthesized and not cloned, siRNAs don’t require cumbersome DNA preparation or viral production steps, are usually available in assay-friendly formats ready for dilution for screening, and can often be purchased at scales sufficient to permit execution of multiple screens in 96- or 384-well format. Transfection efficiencies are usually higher compared to naked, nonviral plasmids and well-to-well concentrations more even than with untitered virus. Dependence on lipid-based transfection does restrict the use of synthetic siRNAs in functional profiling experiments to efficiently transfected cell types, however, and many interesting cell types including some stem cells are not efficiently transfected. [71]. For assays whose measured endpoint is the sum of activities in all cells in a well (lysis-dependent luciferase assays represent a common example), transfection efficiencies must be very high indeed for many phenotypes to be detected; if only 50% of cells are transfected, then RNAi-dependent suppression of targets must be virtually 100% in successfully transfected cells to achieve an average knockdown of 50% across all cells in the well. The lack of published findings reporting the successful detection of phenotypes in poorly transfected cell types suggests that synthetic siRNA transfection rates in excess of 50–70% are required before depletion-dependent phenotypes can be reliably detected.
4.4 POTENTIAL APPLICATION OF GENOMIC FUNCTIONAL PROFILING TO STEM CELL BIOLOGY

To what degree has genomic functional profiling been helpful in studying stem cell biology, and how it might be exploited in the future? To date, genomic functional profiling has been applied mostly to fully differentiated cell lines except per its application to the study of osteogenesis in human mesenchymal stem cells using cDNAs in adenoviral vector [17]. Lack of progress is likely due to both the rapidly evolving nature of the stem cell field and overweening reliance on the use of reagents and cells suited to transient transfection. While the wide diversity of stem cell types renders comprehensive introduction to their genetic manipulation difficult, Table 4.1 lists several different categories of stem cells, the efficiency with which they can be transfected with cDNAs, and viral vectors used successfully to deliver overexpressed cDNAs. Table 4.2 does the same for RNAi constructs, either synthetic or encoded. Stem cells of all types are generally recalcitrant to efficient lipid-mediated transfection, with several exceptions [71]. Effective siRNA transfection protocols have been reported for human mesenchymal stem cells, achieving lipid-mediated transfection efficiencies of 50–90% [72,73], and for Schwann cell precursors of myofibroblasts and melanocytes [74]. Nevertheless, transfection appears to be too inefficient in general to support functional profiling in 96- and 384-well formats in most stem cell types. In contrast, highly efficient infection with individual viral vectors is well established in virtually all stem cell types. Over 50% transduction efficiencies with lenti/retro viral vectors have been achieved in human ES cells where efficient transfection has yet to be reported, and viral transduction of stem cells and terminally differentiated cells remains the technical basis for most gene therapy applications, whether somatic or in vivo [75].

The convergence of more recent developments in genomic functional profiling technology promises to make its use in stem cells more tractable. The major development concerns the deployment of viral vector systems that will likely be able

<table>
<thead>
<tr>
<th>Stem Cell Type</th>
<th>Source</th>
<th>cDNA Lipid Transfection</th>
<th>Standard Viral Delivery Vectors</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hematopoetic</td>
<td>Adult</td>
<td>No</td>
<td>Adeno, retro, lenti</td>
<td>85–90</td>
</tr>
<tr>
<td>Stromal/ mesenchymal</td>
<td>Adult</td>
<td>Inefficient–efficient</td>
<td>Adeno, retro, lenti</td>
<td>91–95</td>
</tr>
<tr>
<td>Neural</td>
<td>Adult</td>
<td>Inefficient</td>
<td>Adeno, retro, lenti</td>
<td>96–100</td>
</tr>
<tr>
<td>Epithelial</td>
<td>Adult</td>
<td>No</td>
<td>Retro, lenti</td>
<td>101–103</td>
</tr>
<tr>
<td>Dermal</td>
<td>Adult</td>
<td>No</td>
<td>Retro, lenti</td>
<td>104–106</td>
</tr>
<tr>
<td>Embryonic</td>
<td>Embryo</td>
<td>Inefficient</td>
<td>AAV, adeno, retro, lenti</td>
<td>107–110</td>
</tr>
</tbody>
</table>
to infect stem cells in microwell format [17,39–41,51]. For reasons unrelated to infectivity, integrative viral vectors offer even greater advantages over transfection-based approaches for stem cell applications. Retroviral and lentiviral vectors are distinguished from adenoviral vectors by their capacity to stably integrate into the host cell genome and provide long-term expression of encoded products. Long-term expression in both dividing and nondividing cells has been reported with adenoviral vector systems (up to 15 months), but since self-renewal requires cell division, which dilutes nonintegrated genetic material over time, adeno transduction should be limited to stem cell phenotypes developing over short timeframes [76,77]. Long-term expression of at least three genes, the transcription factors Nanog and Oct4 and the peptide hormone activin A, appears to be required for human ES cell self-renewal, for example, [1,78–80], and thus genomic functional profiling studies of factors contributing to self-renewal may depend on achieving long-term expression using host-integrating lentiviral or retroviral transduction. Differentiation, which can be achieved in human ES cells through transient interruption of Nanog and Oct4 expression [1], may be amenable to study using either adenoviral or siRNA-based systems, presuming that high-throughput siRNA delivery issues can be solved.

Because current viral vectors incorporate separately expressed selection markers, transduction can be tracked in successfully transduced cells regardless of efficiency, in contrast to siRNAs, where effective use of cell-autonomous markers for transfection has yet to be reported. Under the best of circumstances it may be difficult to transduce stem cells, leading to a few successfully transduced cells in a background of uninfected cells. In addition, many phenotypes occur too quickly to employ outgrowth endpoints, necessitating the ability to rapidly distinguish transduced from uninfected cells. In both cases, automated microscopic imaging systems equipped with algorithms for automatically discriminating marked stem cells and their cellular and subcellular parameters are likely to prove increasingly useful when combined with viral transduction [81–83]. Transducing stem cells with viruses expressing fluorescent markers followed
by high-content imaging would permit cell-autonomous analysis of function, eliminating the need to achieve high transduction efficiencies and enabling detection of short- and long-term phenotypes in only successfully transduced cells. Similar studies in differentiated cells have already been performed successfully [28,29]. Viral libraries incorporating puromycin or other selectable markers, such as the TRC lentiviral shRNA library, are likely to play equally important roles in the application of functional profiling to stem cells for similar reasons. For differentiation assays, where stem cell populations may require long-term culture before detectable lineage markers become apparent, selection against nontransduced cells can ensure apt comparison of genes by removing signals associated with the false-negative, nontransduced cells.

Genome-scale analysis of stem cell biology has to date been restricted to differential expression analysis. While this has been tremendously useful in gathering baseline data and establishing the cascade of effects associated with differentiation, these findings do not prove causation. Increases in expression of key genes may be the result of earlier differentiation events, for example, rather than the cause of those or subsequent events; causation can be best determined through genuine experimental manipulation. Genomic functional profiling offers the opportunity to test the contribution of individual genes to any stem cell event that can be measured in a 96- or 384-well plate, in relatively straightforward high-throughput experiments. Phosphorylation status of the nuclear corepressor N-CoR has been shown to influence neural stem cell differentiation [84].

An understanding of the role kinases play in regulating differentiation or self-renewal could be achieved by systematically depleting all protein kinases using virally encoded shRNAs, for example, and reagents and methods exist to profile contribution of each gene in the human genome in human mesenchymal stem cells to adipogenesis or chondrogenesis. By offering the ability to individually interrogate genes for their impact on key aspects of stem cell function without regard to what we already know about them, genomic functional profiling will enable researchers to rapidly expand our knowledge of programs for self-renewal and differentiation on a global level, to compare these findings to those generated for differentiated or transformed cells, and to permit greater understanding of common mechanisms guiding cellular fates.
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The use of small molecules to probe biological events has a long history, starting with bioactive natural products that are being progressively replaced with synthetic compounds. Compared to traditional genetic approaches where the function of a protein is analyzed by knocking out its corresponding gene or knocking down its translation by RNA-interference-based methods, small molecules allow for a rapid and often reversible modulation of biological function with temporal control. More importantly, small molecules have the potential to discriminate between different posttranslational forms or different conformations of a protein and as such can be used to dissect the various functions of multifunctional proteins. This pharmacological or chemical genetics approach is thus complementary to a genetic approach and can be particularly valuable to dissect dynamic biological processes. At the core of this approach is the capacity to make small molecule libraries, screen these libraries, and identify the target of the small molecules. The main features of this process are reviewed herein, starting with a section on enabling technologies for high-throughput synthesis, library synthesis [split-and-mix (split–pool) synthesis and dynamic combinatorial synthesis], a section on chemical diversity, with a discussion highlighting several reactions that can be used to create molecular diversity, and case studies of several libraries presented as a vignette of the state of the art in library synthesis. Screening technologies will not be discussed as
high-throughput screening is reviewed in Chapter 4. However, the use of small-molecule microarrays as a new screening platform is briefly discussed. Finally, a section on target identification covers available techniques to assign the cellular target of a small molecule responsible for a phenotype.

5.1 COMBINATORIAL SYNTHESIS

Several technologies have been developed to facilitate the isolation of a reaction product from reagents enabling automation of the chemistry and the production of chemical libraries. A pivotal advance was the pioneering work of Merrifield’s solid-phase synthesis of peptides [1]. By attaching the first amino acid residue to an insoluble matrix such as polystyrene, a large excess of reagents can be used to promote amino acid couplings and deprotections; these excesses are removed by a simple filtration. This technique lends itself to automation and has been expanded to oligonucleotides, carbohydrates, and the synthesis of drug-like nonoligomeric small molecules (Figure 5.1a). Conversely, reagents can be immobilized to an insoluble matrix or scavenged by a reactive functional group on solid phase such that an excess of reagents can be used to achieve the desired transformations [2,3]. Alternatively, the first intermediate in a synthesis can be tethered to a tag with unique physical properties such that it can be selectively isolated following a reaction. A successful implementation of this strategy relies on fluorocarbon tags, which have a high affinity for fluorinated phases (either fluorinated solvent or fluorinated silica) and can be isolated in an automated fashion [4,5]. These synthetic techniques can be easily parallelized to produce hundreds of diverse compounds in a matter of days.

These methods for parallel synthesis have significantly increased the speed at which libraries can be prepared. However, libraries in the thousands of compounds are still laborious or require expensive robotics. Another important development was a technique called “split and mix” or “split–pool” synthesis [6]. In this case, a batch of resin is divided into several pools, and the first synthetic intermediate or element of diversity is introduced (Figure 5.1b). The pools are then recombined, mixed, and redistributed into several new pools. If a large excess of solid support beads is used per pool, each new pool will now contain a statistical distribution of all the first synthetic intermediates. Reaction with a different element of diversity (reagent or synthetic intermediate) in every pool will yield all possible combinatorial permutations of products. An important feature of this method, compared to parallel synthesis, is that the number of products generated increases exponentially with every step. For example, a library of $20 \times 20 \times 20$ (all permutations of a tripeptide) would yield 8000 compounds but require only 60 individual reactions (omitting protecting group manipulations)! While this scheme is extremely powerful to synthesize libraries, the structure of the product coming from an individual bead is unknown unless an encoding method is used to track the path of this bead through the splits and the mixes. Elegant tracking or encoding methods [7] have been developed on the basis of chemical tags [8] with optimal analytical profile or physical tags appended to a container for the resin (optical encoding with 2D barcodes [9] or radiofrequency encoding with Rf tags [10])
FIGURE 5.1 Enabling technologies for automated synthesis (a) and library synthesis (b). (See insert for color representation.)
that can be read in an automated fashion. A significant advantage of the latter is the fact that the final library can be arrayed in microtiter plates and that the structures of all compounds are known according to their location. The container can carry 5–100 mg of resin providing sufficient compound for thousands of assays.

In a conceptually different approach, it has been shown that the fittest ligand for a target can be selected from a virtual dynamic library prepared from smaller sets of synthetic intermediates containing reactive moieties (Figure 5.1b). Reactions between the synthetic intermediates produce more complex molecules in virtually every possible permutation, thereby affording a library for in situ screening [11–13]. If the reactions leading to the more complex molecules are reversible, the presence of the target in the reaction mixture will enrich the fittest compound relative to other possible library members. Conversely, if the reaction between the synthetic intermediates is slow, the target may accelerate the formation of the fittest ligand by bringing the reactive species in close proximity [14–16]. While this approach is attractive, it is, of course, limited to the use of reactions that are compatible with the target and its aqueous environment.

5.2 MEASURING AND DESIGNING DIVERSITY

With the advent of high-throughput screening in the 1980s, it appeared that the number of hits in a screen was directly proportional to the number of compounds being screened. Consequently, the first combinatorial libraries in the 1990s were designed to produce the largest number of compounds possible. It quickly became clear that simply maximizing the number of compounds without consideration of the diversity space—a space created by mapping the principal components of a molecule’s spatial and physicochemical properties such as molecular weight, charges, number of hydrogen bond donors and acceptors, surface area, and log \( P \) [17]—would in fact result in libraries containing many similar compounds that are clustered in this diversity space. However, historical libraries of large pharmaceutical companies were composed of natural products from diverse sources and small libraries based on the diverse medicinal chemistry efforts that took place over the years resulting in a diversity that could not be matched by a single scaffold or single combinatorial library. It has been estimated that the number of possible small organic molecules exceeds \( 10^{60} \), but regardless of the exact number, it is quite clear that we will be able to explore only small segments of this chemical space at any time [18]. Despite its vastness, there are many indications that biologically active compounds cluster into small pockets of diversity space; the challenge is thus to identify those regions rather than individual scattered compounds (Figure 5.2) [19,20]. Some scaffolds such as the benzodiazepines have been identified as privileged structures, based on an intrinsic ability to bind structurally or functionally unrelated classes of proteins [21]. As bioavailability of small molecules is a significant hurdle in drug discovery, researchers at Pfizer formulated a rule to predict bioavailability based on an analysis of all approved drugs listed in the World Drug Index [22]. This empirical rule, known as “Lipinski’s rule-of-five,” limits dramatically the subset of potential drug candidate. However, it is important to keep in mind that it is based on a dataset of limited diversity. Many
biologically active natural products, for example, do not obey this rule. Natural products, which have evolved for a specific function—typically to bind with high affinity to a target and perturb a biological process in competing organisms—may be considered as validated starting points for the design of focused libraries. As a number of protein domains are redundantly present in functionally distinct protein families, natural-product-based libraries should provide protein ligands even against new targets with enhanced quality and probability compared to random libraries [23,24]. The fact that libraries of biologically active molecules should give a higher hit rate in a screen against a new target than random libraries has been demonstrated. A library of 2036 biologically active molecules with a well-characterized mechanism of action was screened against an engineered human tumor cell line produced by genetically introducing four oncogenic proteins (two simian viral oncogenes, telomerase and Ras). The result was compared to the same screen with a commercially available diverse library (Comgenex). While neither libraries had any known ligand for the oncogenic proteins, the library of biologically active compounds had a 10-fold higher hit rate (1% vs 0.1%) than did the diverse library in a screen for compounds that were selectively cytotoxic for the transformed cell line [25]. On the other hand, a number of libraries based on elegant and efficient chemistries affording seemingly complex and diverse products failed to give significant hits.

5.3 DIVERSITY-BUILDING REACTIONS

A major focus of organic synthesis in the twentieth century has been the total synthesis of natural products and other designed molecules where a highly convergent route to a target was deemed most attractive. The synthesis of libraries consisting of diverse molecules obviously has different requirements and limitations. While there are many

![FIGURE 5.2 Cartoon representation of the chemical space. Representation obtained by plotting the principal component of physicochemical properties on x,y,z axis. Biologically active compounds tend to cluster into discrete areas (represented by the colored spheres). (Reprinted with permission from Ref [20]). (See insert for color representation.)](image-url)
techniques to remove excess reagents used in the reactions, it is extremely cumbersome to purify each product in a final library, and it is important that the chemistry that is used has nearly quantitative efficiency for every transformation. In reaction-driven approaches to generate molecular diversity, multicomponent and cascade reactions have proved particularly suitable [26]. While a comprehensive review is far beyond the scope of this chapter, selected examples are presented to illustrate some efficient reactions that have been used to synthesize libraries (Figure 5.3). The four-component Ugi reaction

**Ugi four component condensation**

![Ugi reaction diagram]

**Petasis' three component condensation**
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**Williams' three component condensation**
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**Sequential substitution to tetra-substituted olefins such as tamoxifen**
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**FIGURE 5.3** Selected examples of reactions with high potential for diversity generation.
is the condensation of an aldehyde, an amine, a carboxylic acid, and an isocyanide to yield an \( \alpha \)-aminoacyl amide derivative. The reaction is very general, and hundreds of each component are commercially available, making a library based on this chemistry within easy reach. To improve the purity of the final product, one of the components can be immobilized on a solid phase such that the other three are used in excess [29]. Release of the compound from the resin affords the final product in excellent yields. Furthermore, the intermediates can be further elaborated to obtain diverse scaffolds [30]. For example, the Ugi reaction has been used to generate a library based on neomycin B, a natural product currently used as an antibiotic, leading to the discovery of inhibitors with improved activity [31]. The library was synthesized using a neamine-derived aldehyde, \( \text{tert} \)-butyl isocyanide or isocyanoacetic acid methyl ester, a glycine-conjugated polyethylene glycol (PEG) methyl ester, and several Cbz-\(N\)-protected amino acids. Another example of a useful multicomponent reaction yielding highly substituted amines and \( \alpha \)-amino acids is the Petasis reaction [32,33], where an imine formed \textit{in situ} is engaged in a reaction with a boronic acid acting as the nucleophile. This reaction has been used to prepare a library of 44 products using propargylation of the amine resulting from the Petasis reaction to generate a library of \( \beta \)-amino alcohols strategically functionalized for further diversifications in divergent pathways [34]. The Petasis reaction is stereoselective, thus the diversity generated with this strategy is not only a skeletal or scaffold diversity but also a stereochemical diversity. (Four possible stereoisomers are accessible in their pure form by using the \( R \) or \( S \) lactols and the \( R \) or \( S \) amino acids). The different series of skeletal diversification reactions included a cycloisomerization catalyzed by Pd, a [\( 5 + 2 \)] reaction catalyzed by Ru, a Pauson–Khand multicomponent reaction, and an enyne metathesis followed by a Diels–Alder cycloaddition. Another example of an elegant reaction to assemble complex molecular scaffolds in a single operation is the Williams three-component reaction [35,36] where an aldehyde and 5,6-diphenylmorpholino-2-one are reacted \textit{in situ} to generate a dipolarophile that can be engaged in a [\( 3 + 2 \)] cycloaddition. This reaction was exploited to generate a library of 3000 spirooxindoles [37]. The development of new enabling synthetic protocols can also extend the types of molecules accessible in a combinatorial fashion. For example, a library of tamoxifen analogs (one of the most important drug in breast cancer prevention) was prepared using four successive Pd-catalyzed cross-couplings starting from 2-pyrimidyl sulfide [38]. These examples illustrate the development of reaction sequences that are particularly efficient to synthesize libraries in a so-called diversity-oriented synthesis [39]. Of course, while the chemistry may efficiently generate large libraries, the pharmacophore may not be validated.

5.4 SELECTED EXAMPLES OF LIBRARIES THAT HAVE YIELDED INHIBITORS USEFUL IN EXPLORING BIOLOGY

5.4.1 Structure-Based Libraries Targeting Kinases and Other Purine-Dependent Enzymes

The purine scaffold is a key structural element of the substrates and ligands in many biosynthetic, regulatory, and signal transduction proteins, including G-coupled proteins, kinases, motor proteins, and polymerases. It follows that libraries based on
this scaffold may provide versatile leads to probe signaling and metabolic pathways. Olomoucine (Figure 5.4), a natural derivative of purine that selectively inhibits CDK2, indicated that despite the ubiquitous role of purines, selective inhibition was possible. Schultz and coworkers reported an initial library of 348 purine derivatives in 1996 that...
led to the discovery of an improved and selective CDK2 inhibitor named purvalanol B (6 nM, 1000-fold improvement over olomoucine) [40]. Interestingly, a crystal structure revealed that this compound had a different binding mode than the adenosine of ATP. Larger libraries extending the scope of the chemistry yielded inhibitors targeting other cell cycle regulators. Notably, a compound that induced apoptosis irrespective of cell cycle progression and a second compound that induce cell cycle arrest at the $M$ phase were identified, suggesting that closely related analogs target different cell cycle regulators [41]. Beyond kinases, this library also afforded inhibitors of carbohydrate sulfotransferases, which is not surprising since such enzymes derive the sulfate group from 3'-phosphoadenosine 5'-phosphosulfate (PAPS) [42], and estrogen sulfotransferase inhibitors [43]. A screen against the malaria parasite *Plasmodium falciparum* identified two subfamilies of purines with good activities (nanomolar) against the parasite but modest CDK activities raising the possibility to achieve a good therapeutic window [44]. Purine libraries were also screened in a phenotypic assay for myotube fission—myotubes are multinucleated cells that eventually develop into mature muscle fibers and have the capacity to regenerate wounded muscles—leading to the discovery of a new purine analog named *myoseverin* (Figure 5.4) [45]. Further experiments using affinity chromatography revealed that myoseverin interacts with microtubulin. Interestingly, gene expression profiling of myoseverin-treated myotubes revealed that myoseverin induced a profile similar to that of tissue injury, suggesting the possibility of using such molecules to prime the natural regenerative capacity of muscles. Later, it was observed that while myoseverin’s inhibition of microtubule polymerization induced the reversion of terminally differentiated myotubes to mononucleated cells, it lacked the toxicity of other tubulin modulators such as taxol, vinblastine, nocodazole, and colchicine. Myoseverin reverted terminal muscle-differentiated cells to a state that was responsive to environmental cues [46]. In an extension of this study, a library of purines was screened in a phenotypic assay for perturbation of mitotic spindle assembly in *Xenopus* egg extracts. Out of a collection of 1561 compounds, 15 compounds destabilized microtubules without targeting tubulin directly. Affinity chromatography with one compound, diminutol, suggested NQO1, an NADP-dependent oxidoreductase, as the target that was confirmed through immunodepletion studies [47]. The chemistry developed to access libraries of purines was extended to other heterocycles, including pyrimidines, quinazolines, pyrazines, phthalazines, pyridazines, and quinoxalines. A library of over 45,000 compounds was prepared using a combinatorial scaffold approach. For a library of this size, a split–pool synthesis was necessary; however, the authors used the optical encoding system [9] which directs the path of small reactors harboring 5–10 mg of resin through the split and pool cycles and allows a reformatting of the final library into a spatially addressable format for the cleavage of the library compounds [48]. This larger library and focused libraries derived from library hits have yielded an impressive collection of biological probes and potential therapeutics, including a number of compounds that control stem cell fate [49–52] or even reverted differentiated cells [53]. The importance of these discoveries for stem cell biology is discussed in more detail in Chapter 4. More recently, several non-ATP-competitive inhibitors of Bcr-Abl-kinase were identified and shown to bind to an allosteric site distant from the ATP-binding site.
These compounds are synergic with imatinib, the Bcr-abl inhibitor currently used for the treatment of chronic myelogenous leukaemia [54].

5.4.2 Libraries Based on a Privileged Scaffold—Discovery of Fexaramine

The benzopyran motif is found in more than 4000 natural products and designed analogs including many biologically active compounds. This observation prompted Nicolaou and coworkers to develop a highly efficient and divergent synthesis based on the benzopyran core motif which was formed by cycloaddition reaction upon loading on a selenium-based resin (Figure 5.5). This chemistry was used to prepare over 10,000 compounds, using split–pool synthesis and optical encoding with directed sorting [9,55]. The automated sorting was essential in this library synthesis as not all intermediates followed the same synthetic paths. The final library was further diversified by reaction on the pyran moiety [56]. The library was first screened for antibiotic activity leading to the identification of several benzopyrans with activity against methicillin-resistant bacteria at a comparable level to vancomycin [57]. In collaboration with Evans and coworkers, the library was screened for FXR agonists [58], a nuclear receptor involved in the regulation of cholesterol biosynthesis. The efficient regulation of cholesterol metabolism is essential for mammals as its misregulation leads to atherosclerosis and heart diseases. It is controlled through a complex feedback loop consisting of LXR and FXR nuclear receptors. The LXR (liver X receptors) are activated by oxysterols (early cholesterol metabolites) leading to upregulation of CYP7A1, the enzyme catalyzing the rate-limiting step in the conversion of cholesterol to bile acids. The latter ones (e.g., chenodeoxycholic acid CDCA) are, however, ligands for FXR (farnesoid X receptors) whose activation downregulates the CYP7A1, and closes the feedback circuit. Additionally, both LXR and FXR are involved in the regulation of several gene products responsible for cholesterol absorption, metabolism, and transport. Selective small-molecule FXR agonists would be powerful tools to dissect FXR’s physiological function and may provide lead structure for potential therapeutics. The benzopyran library was screened using a cell-based reporter assay in which a FXR-responsive promoter was linked to a luciferase reporter. The initial hits were further optimized in terms of potency and pharmacological properties affording a FXR ligand, fexaramine, with 25 nM affinity. Expression profiling experiments were then carried out to evaluate the effects of fexaramine-induced FXR activation on a genomic scale [59]. Notably, fexaramine did not agonize other nuclear hormone receptors, showing high specificity in contrast to bile acid. Fexaramine is thus a useful tool to dissect the FXR genetic network from the bile acid network. A cocrystal structure of FXR–fexaramine complex was obtained providing insightful structural information and suggesting a mechanism for the initial steps of bile acid signaling.

5.4.3 Unbiased Library—Discovery of Uretupamines

With the goal of developing unbiased libraries reminiscent of natural products, Schreiber and coworkers reported the diversity-oriented synthesis of a 1,3-dioxane library (Figure 5.6) [60]. Using polystyrene macrobeads (500-μm rather than the
FIGURE 5.5  Synthesis of a benzopyran library and discovery of a potent FXR (transcription factor) agonist.
FIGURE 5.6  Synthesis and microarraying of a 1,3-dioxane library. Discovery of a selective Ure2p (transcription factor) modulator. (See insert for color representation.)
regular 100-μm beads), a sufficient amount of each compound was obtained from individual beads for multiple biological assays. A first library of 1800 compounds was prepared by split–pool synthesis and distributed in a microtiter plate format for cleavage. For the purpose of smaller libraries where every compound within a synthetic pool has a unique mass, the identity of an active compound can be obtained by LC-MS analysis of the stock solution. A library based on the 1,3-dioxanes was microarrayed (~800 spots/cm²) on silyl chloride slides [61] which reacted covalently with the primary alcohol present in the whole library [62]. The microarrayed compounds were screened as potential ligands of the yeast transcription factor Ure2p using a fluorescently labeled Ure2p leading to the identification of eight compounds that showed reproducible binding [63]. Although this protein has been widely studied as a central repressor of genes involved in nitrogen metabolism [64] and as part of the signaling cascade downstream of the Tor proteins [65], there was no reported ligand that could modulate its function. To determine the cellular activity of identified ligands, the molecules were resynthesized and tested for modulation of endogenous Ure2p function using a reporter assay. One of the eight compounds—namely uretupamine A—gave a concentration-dependent dose response approaching the level of a positive control using rapamycin. A focused library was then prepared to optimize the activity, yielding a more potent analog, uretupamine B (Kₐ 7.5 μM vs. 18.1 μM). Neither compound had significant effects on a strain lacking the gene encoding Ure2p, suggesting that despite their moderate affinity, both compounds were selective. Analysis of whole-genome transcription profiles revealed that both compounds upregulate only a subset of genes known to be under the control of Ure2p (like PUT1, PUT2, PRB1, NIL1, and UGA1). Ure2p-controlled genes were thought to be responsive to nitrogen quality; however, uretupamine induced the expression of only glucose-sensitive genes in a NIL1-dependent manner and not in GLN3. Interestingly, when quality of energy source decreased (from glucose to acetate or glycerol), Ure2p was dephosphorylated, which was not the case with decreasing quality of nitrogen source (from ammonium sulfate to proline) nor in case of other stresses known to upregulate Ure2p-dependent genes, like heatshock, pH 9.5, 1 M NaCl, or 1 M sorbitol. Together, these results suggested that Ure2p is part of a signaling pathway specific to glucose and that uretupamines modulate the glucose-sensitive subset of genes downstream of Ure2p. In a larger context, this example illustrates the utility of small molecules in dissecting multifunctional proteins.

5.4.4 Inhibitors of Histone Deacetylases (HDAC)

Histone deacetylases (HDACs) are zinc hydrolases that remove the lysine’s ε-N-acetyl group from proteins, thereby modulating their function. In the case of histones, this deacetylation restores their cationic character and increases their affinity for DNA, thus downregulating DNA transcription. Nine human HDACs have been identified thus far, and while several inhibitors are known, none are selective for individual HDAC and thus have limited utility to deconvolute the function of individual HDAC. Interestingly, it has been found that inhibition of
HDACs results in hyperacetylation of α-tubulin, suggesting that HDACs modulate the function of proteins beyond the histones. Inspired by the structure of a natural product, trichostatin A, containing a hydroxamic acid known to chelate zinc, Schreiber and coworkers designed a library based on the previously made 1,3-dioxanes targeting the HDAC by incorporating a hydroxamic acid or a 2-amino-carboxyamide functionality (Figure 5.7). A library of 7200 compounds was prepared on the aforementioned polystyrene macrobeads using split–pool synthesis and chemical encoding [60]. After the synthesis, the macrobeads were separated into individual wells of a microtiter plate, and the compounds were cleaved from the resin to obtain a stock solution that was used in biological assays (one bead–one stock solution) [66,67]. On identification of an active compound, the chemical tag remaining on the bead was oxidatively cleaved and analyzed with gas chromatography to determine the structure of the compound. A cell-based cytoblot assay to measure histone and tubulin acetylation levels in the presence of inhibitors followed by secondary fluorescence assays led to the identification of tubacin—a compound that selectively induces α-tubulin hyperacetylation ($EC_{50} = 2.9 \mu M$) and histacin—a compound that selectively induces histone hyperacetylation ($EC_{50} = 34 \mu M$) [68]. Tubacin, in contrast to trichostatin A, had no effect on gene expression and did not affect cell cycle progression. Interestingly, it was shown that tubacin inhibited only one of the HDAC6’s two deacteylase domains. While α-tubulin hyperacetylation had no impact on microtubule dynamics, it was shown to reduce cellular motility, consistent with the fact that overexpression of HDAC6 had previously been shown to increase cell motility [69]. Further experiments highlighted the role of α-tubulin acetylation in mediating the localization of microtubule-associated proteins such as p58, a protein that mediates binding of microtubules to the Golgis [70].

5.4.5 Secramine

Galanthamine is a natural alkaloid and a potent acetylcholinesterase inhibitor. Recognizing the potential to access this rigid polycyclic core through a biomimetic oxidative coupling/Michael addition, Shair and coworkers developed a highly efficient diversity-oriented synthesis based on this scaffold (Figure 5.8) [71]. A library of 2527 compounds was prepared on the aforementioned macrobeads by split–pool synthesis and distributed in microtiter plates for cleavage. The structure of individual compounds was obtained by mass spectroscopic analysis of the library. The library was screened in a phenotypic assay for protein trafficking—translocation of proteins from the endoplasmatic reticulum via the Golgi apparatus to the plasma membrane—using a fluorescent fusion protein between VSVG, which is targeted toward the cell membrane, and GFP, leading to the identification of an inhibitor, namely secramine. It blocked protein trafficking out of the Golgi at 2 μM concentration, whereas galanthamine had no effect up to 100 μM. Further experiments showed that secramine inhibited the activation of Rho GTPase Cdc42 and thus inhibited Cdc42-dependent functions. As this inhibition is independent of the prenylation state of Cdc42, secramine is fast-acting compared to prenylation inhibitors [72,73].
Tubacin selectively induces α-tubulin hyperacetylation

Histacin selectively induces histone hyperacetylation

**FIGURE 5.7** Synthesis of a trichostatin A–inspired library targeting HDAC. Discovery of two selective inhibitors modulating different HDAC functions.
FIGURE 5.8 Synthesis of a galanthamine-inspired library and discovery of secramine, an inhibitor of protein trafficking.
5.4.6 Small-Molecule Antagonists of Protein–Protein Interactions

Protein–protein interactions regulate numerous biological pathways, and their dysfunctions have accordingly been implicated in an equally large number of pathologies. Needless to say, there is tremendous interest in small molecules that could agonize or antagonize such interactions not only as potential therapeutics but also as tools to gain insight into the function of specific interactions. However, in contrast to an enzyme active site, which is typically a small cavity bearing lipophilic groups well suited to bind small molecules with high affinity, protein–protein interactions are typically the product of interactions of larger, discontinuous open surfaces that lend themselves poorly to competitive binding by small molecules [74]. Boger and coworkers have designed a series of libraries prepared using solution-phase chemistry aimed at disrupting protein–protein interactions and protein–DNA interactions (Figure 5.9), including EPO/EPOR and Myc-Max [75]. The EPO glycoprotein is the principal factor regulating red blood cell fate through homodimerization of EPO receptor (EPOR)—a class I cytokine receptor. Inspired by the discovery of a peptidic agonist of EPO from phage libraries, investigators prepared solution-phase libraries derived from N-Boc-iminodiacetic acid anhydride containing roughly 100,000 compounds and screened them for inhibition of $^{125}\text{I}$-EPO binding to EPOR. Several hits (1–80 μM) were discovered and covalently linked to afford C$_2$-symmetric ligands (Figure 5.9), which were found to be EPO agonists at 5–10 μM. A second successful application of the solution-phase libraries has been the discovery of a small-molecule antagonist of Myc-Max dimerization. Myc is a transcriptional regulator of the basic helix–loop–helix leucine zipper (bHLHLZ) protein family overexpressed in many human cancers. Its oncogenic properties come from the formation of a heterodimer with ubiquitous Max—another member of the bHLHLZ protein family leading to the transcription of Myc target genes. To screen for compounds that could disrupt this interaction and thus prevent transcription, an assay based on fluorescence–resonance energy transfer between a Myc-GFP fusion protein and Max-YFP fusion protein was used [76]. A isoindoline library containing 240 compounds (Figure 5.9) yielded several candidate inhibitors that were subsequently validated by ELISA and electrophoretic mobility-shift assay. Two of these compounds were also shown to be effective in vivo and interfered with Myc-induced oncogenesis of chicken embryo fibroblast.

5.4.7 Phosphatase Inhibitors

Protein phosphatases specifically hydrolyze phosphate groups from proteins and act as key regulators in biological pathways, often in equilibrium with kinase phosphorylation. They represent a growing class of therapeutic targets such as for insulin signaling (PTP1B), tuberculosis (MptpA and MptpB) and numerous other infections (Shp2), cell adhesion and angiogenesis (VE-PTP), the cell cycle (Cdc25A), and signaling by kinase dephosphorylation (VHR) [77]. Recognizing the necessity for selective phosphatase inhibitors, Waldmann and coworkers have developed a series of libraries based on natural products targeting phosphatases [78–80]. Searching for new scaffolds to be used for the synthesis of focused libraries, a small library of natural products was
screened against a panel of seven phosphatases (PTP1B, Shp2, VE-PTP, MptpA, MptpB, and the dual-specificity phosphatases Cdc25A and VHR), leading to the identification of three yohimbine alkaloids (yohimbine, ajmalicine, and reserpine) with weak inhibition of Cdc25A (Figure 5.10) [81]. After detailed structural analysis, it was speculated that simplified tetracyclic and tricyclic analogues should retain most of the biological activity. A collection of 450 diastereomerically pure indoloquinolizidines was prepared by a divergent solid-phase synthesis and screened against seven...
phosphatases revealing two weak Cdc25A inhibitors (comparable to the yohimbines despite their simplified structure), but also 11 compounds with IC$_{50} < 10$ µM against the MptpB (nine of them did not inhibit any other phosphatase at the 100 µM concentration), thus reporting the first inhibitors for this phosphatase.

5.5 MICROARRAY TECHNOLOGIES

The success of DNA microarrays to measure the expression level of thousands of genes simultaneously has inspired researchers in bioorganic chemistry to explore this format [82]. From an analytical perspective, the ability of screening thousands of analytes in a few microliters is attractive and results in a significant miniaturization as compared to HTS. Small molecules from libraries can be immobilized in a microarray format by contact printing using the same robotic equipment as for DNA microarray preparation by exploiting a chemoselective reaction such as thiols reacting with a maleimide
surface [83] (Figure 5.11), a Staudinger ligation [84], or an oxime reacting with an aldehyde surface [85], affording the immobilized molecule with controlled orientation. Of course, this methodology requires that the whole library bear the appropriate functionality for immobilization. Alternatively, two methods have been reported to immobilize small molecules in an indiscriminate fashion using either photocrosslinking [86] (where the microarray surface is derivatized with a photocrosslinker) or an isocyanate [87] that reacts promiscuously with heteroatoms. Two applications of small-molecule microarrays have already yielded important results beyond the proof of concept: ligand discovery and enzyme profiling. To probe ligand–protein interaction, a small-molecule microarray was used to discover a new ligand for a transcription factor (Ure2p, see Section 5.4.3) using only 4 μg of the protein [63]. Several reports have also highlighted the utility of carbohydrate microarrays notably to probe the recognition motif of therapeutically important antibodies such as 2G12, a human antibody that neutralizes a broad range of HIV-1 [88] or to study the importance of sulfation pattern on carbohydrates [89,90]. A second important application of small-molecule microarrays has been to profile the substrate specificity of given enzymes or measure the activity of enzymes from crude cell lysates [91]. This has been demonstrated for kinases and proteases (Figure 5.12). For kinase profiling, microarrays containing 700–1300 kinase substrates (13-mer peptides) identified bioinformatically from sequence analysis of the human genome was used to define the preferred substrate of several kinases. Using $[^{32}\text{P}]-\text{ATP}$ and autoradiography or phospho-imaging detection, the authors showed that these arrays could be used to identify the preferred substrate of a given kinase as exemplified by profiling two kinases: protein kinase A (PKA) and 3-phosphoinositide-dependent protein kinase (PDK1) [92]. Rather than using specific peptide sequences of predicted phosphorylation sites from database analysis, it was also shown that the preferred substrate of Abl could be inferred from the phosphorylation of a random array of 1433 peptides using the weight matrix–nearest-neighbour algorithm [93]. The same strategy was used to identify the preferred substrates of CK2, a serine/threonine kinase [94]. For proteases, it has also been shown that enzymatic activity could be detected specifically using immobilized fluorogenic substrates [95]. Using an alternative approach where the substrates were linked to an oligonucleotide tag (PNA) such that a library in solution could be arrayed by hybridization to a DNA microarray, the preferred substrate of cysteine and serine protease could be defined [96]. This method was shown to be sufficiently sensitive to measure the difference in proteolytic activity (caspase 3) between lysates of apoptotic cells versus healthy cells.

### 5.6 Target Identification

There is unfortunately not a general streamlined approach to target identification, and it can be a laborious process that often remains a major bottleneck. This bottleneck has been accentuated by the development of phenotypic screens or pathway-specific high-throughput screens of small-molecule libraries for the discovery of small molecule modulators of biological processes. Traditionally, the target of a small molecule was
FIGURE 5.11  Immobilization of small molecules in a microarray format using chemoselective or unbiased reactions.
FIGURE 5.12  Profiling substrate specificity of kinases and proteases.
identified using in vitro biochemical approaches ranging from radiolabeling of the active molecule to affinity-based methods with or without photocrosslinking. Following the sequencing of the human and other genomes, a number of systematic approaches capitalizing on genomic technologies have been developed. Several examples of successful target identification are presented to illustrate the repertoire of available techniques.

5.6.1 Affinity Labeling

Colchicine had been known to inhibit mitosis and spindle organization since the beginning of the twentieth century. However, the precise target of colchicine was identified only in the 1960s using column fractionation by measuring the specific colchicine binding activity of each fraction with $[^3H]$-labeled colchicine (Figure 5.13) [97]. This example remains important and relevant as hydrogen–tritium substitution is a very sensitive method to label a small molecule without affecting its biological activity. However, it should be noted that tubulin is one of the most abundant proteins and that colchicine has a picomolar affinity for its target. It is unlikely that this approach would have been successful for lower-affinity molecules targeting low-abundance proteins. If enough structure–activity information is available about an active molecule to know where such molecule can be substituted with an affinity label, affinity purification can be highly informative. For example, the antiangiogenic activity [98] discovered for fumagillin in 1990 generated tremendous interest in the mode of action of this natural product, which was first isolated in the 1950s. From available structure–activity data, it was known that the aliphatic tail (Figure 5.13) was not essential for activity and could be substituted for an affinity tag. A biotinylated analog of fumagillin was incubated with epithelial cells and following lysis, the crude proteomic mixture was separated by gel and visualized with avidin–horseradish peroxidase, leading to the identification of a metalloprotease, MetAP2, as the unique target of fumagillin [99]. The purification of the fumagillin’s target was possible by virtue of the reactive epoxide, which forms an irreversible adduct with the protease. Alternatively, a nondenaturing gel to separate crude proteomic mixtures can be blotted with the labeled small molecule of interest as was successfully done to identify radicicol’s target. Radicicol was also reported in the 1950s but did not originally attract attention until it was reported to inhibit Src and other oncogenic kinases in cellular assays [100]. However, this inhibitory activity could not be replicated with purified proteins. Because the ketone could be converted to an oxime without ablating its biological activity, a biotinylated version of radicicol was prepared and used in a Western blot format with crude proteomic mixture from lysates (despite the epoxide and the conjugate olefin, radicicol is not an irreversible inhibitor) [101]. This led to the identification of HSP90, a molecular chaperone necessary for the folding and maturation of a number of oncogenic kinases, as the target of radicicol. In the absence of HSP90’s function, the misfolded kinases are unfunctional and targeted to the proteasome, which explained the observed antikinase activities in cellular assays but not in vitro. Conversely, the small molecule inhibitors can be immobilized to a matrix for affinity purification. This strategy has been successfully used in the context of the
purvalanols which were discovered from combinatorial libraries based on the purine scaffold (see discussion in Section 5.4.1). Purvalanol B in particular was found to be a potent inhibitor of CDK1 and selective with respect to 25 tested kinases [41]. While a number of factors were consistent with the fact that purvalanol B is a CDK1 inhibitor [40], its actual intracellular target remained unverified. To this end, an affinity matrix with purvalanol B and a second matrix with an inactive analog as a control were prepared to identify all intracellular proteins having an affinity for purvalanol. Interestingly, seven proteins were selectively retained on the matrix containing purvalanol B including CDK1 and several other kinases. However, it was shown that purvalanol had at least 1000 times lower IC_{50} for CDK1 than for the other isolated
kinases, suggesting that their isolation may be a product of relative abundance. When the same experiment was carried out with a series of human oncogenic cell lines, p42/p44 MAP kinase was isolated in addition to CDK1 [102]. It was then shown that the *in vivo* inhibition of both CDK1 and p42/p44 MAP kinase were likely to be relevant to purvalanol B’s antimitotic activity and its potential as a chemotherapeutic compound. In a more general context this study demonstrated the ability of using the affinity matrix to identify unexpected targets [103]. While the initial characterization of proteins isolated from the affinity matrix was achieved using microsequencing, technological advances in protein separation and characterization will undoubtedly accelerate the throughput of this approach.

More recently, the potential of yeast three-hybrid (Y3H) was explored to identify small-molecule targets particularly in the context of kinase inhibition. Y3H is an extension of Fields and Song’s two-hybrid method (Y2H) [104], where the association between two proteins is linked to the transcription of a specific reporter such as His-3, which is necessary for growth on a histidine-deficient medium. The potential of Y3H was first demonstrated in a proof-of-concept experiment with a well-characterized small molecule (FK506) known to induce dimerization between distinct proteins [105]. To demonstrate the applicability of this approach to target identification, six known inhibitors including purvalanol B and other kinase inhibitors conjugated to methotrexate (MTX) were used (Figure 5.14) [106]. A yeast strain with dihydrofolate (DHFR) conjugated to a DNA-binding domain (LexA-DBD) was transformed with a

**FIGURE 5.14** Yeast–three-hybrid screen for target identification.
library of cDNA fused to a transcriptional activation domain (Gal-4AD) for His3 expression. Incubation of the yeast with the inhibitors-MTX adducts on histidine-deficient media should result in the survival of only the strain with the target of the small protein fused to the transcriptional activation domain. The known targets of purvalanol (CDK1, CDK2, and casein) were indeed successfully identified by this technique, suggesting that it should be applicable to a broader spectrum of small molecules. More recently, the same group used this technique to identify the targets of a new pyrazolopirimidine that exhibits potent cytotoxicity on noncycling tumor cells in addition to being antimitotic [107]. This analysis led to the identification of CRKs (CDK-related kinases) as putative targets. A potential advantage of Y3H systems over the previously described affinity methods is that the interaction of the small molecule with its target takes place in intact cells rather than in vitro following cell lysis. Limitations are the use of yeast versus mammalian cells and the use of engineered fusion proteins at concentrations that may not reflect the relative abundance of proteins in mammalian cells. The traditional affinity purification and Y3H are thus complementary but are both limited by the necessity to modify the small molecule of interest.

5.6.2 Unbiased Genomic Approaches with Unlabeled Molecules

Synthetic lethality screens, where single viable mutants are paired to identify combinations that are no longer viable, have been used in genetics to identify genes that are linked in biochemical pathways [108]. By the same principle, lowering the dosage of a single gene from two copies to one copy in diploid wild-type yeast results in a heterozygote that is sensitized to any drug that acts on the product of this gene. This haploinsufficient phenotype thereby identifies the gene product as the likely drug target. During the construction of the yeast deletion allele, unique oligonucleotide sequences flanked by common primers were introduced as genetic barcodes of the deleted gene such that PCR amplification of the barcodes could be directly quantified by microarray hybridization to measure the concentration of each mutant simultaneously (Figure 5.15a). The proof of concept behind haploinsufficiency was demonstrated with the identification of the correct target for tunicamycin, a known natural product that inhibits glycosylation [109]. More recently, this approach has been used to profile the target(s) of 78 therapeutically relevant small molecules with a pool of 3503 haploinsufficient yeast strains (roughly half of the yeast genome) [110]. Impressively, targets were easily identifiable for 58 of the compounds, and out of the 20 compounds with known targets, the correct target was identified for 11 of them. Interestingly, several well-characterized small molecules were found to have additional targets. Hypersensitivity for 5-fluorouracil (5FU), a drug frequently prescribed for the treatment of solid tumor known to inhibit thymidylate synthase, was found for strains encoding genes for ribosomal RNA processing. This observation corroborates growing arguments that the therapeutic effect of 5FU also comes from its inhibition of ribosomal assembly. Likewise, molsidomine, a potent vasodilator currently in use, induced hypersensitivity for haploids missing a gene-encoding lanosterol synthase, thereby providing a rationale for the observed cholesterol reduction in patients taking the drug. In an concurrent study, a set of 5916 heterozygous strains were tested against
10 diverse compounds [111]. This study also found evidence suggesting that 5FU targets ribosomal assembly and processing. Of course, such a lethality screen will also give positive results for genes involved in the bioavailability and metabolism of the drug, and only 30% of the genes implicated in human diseases have yeast orthologs. Nevertheless, this approach can be carried out on a genomic scale and does not require any form of labeling. For cytotoxic compounds, the reverse strategy can be taken, specifically, screening for resistance of yeast strains overexpressing a target [112]. This was successfully achieved using a library of 1536 transformed yeasts arranged in a microarray format harboring a multicopy of a gene. This technique was used to identify the target of a novel cytotoxic compound derived from combinatorial libraries targeting kinases. This enabled the identification of Pkc1 as the target, which was confirmed by affinity purification and biochemical assays. The array format used in the latter study can dramatically increase the throughput as the readout does not require sequencing and allows easy subtraction of nonspecific genes related to drug metabolism and bioavailability.
Most recently, a genomic overexpression screen has been adapted to mammalian cells to investigate the mode of action of apratoxin A (Figure 5.15b), a novel natural product with a potent cytotoxicity toward tumor cell lines [113]. A screen of apratoxin A in the NIC-60 cancer cell line revealed a unique pattern of cytotoxicity which could not be correlated to previously profiled antineoplastic compounds. The use of mammalian cell lines in the resistance screen was indispensable in this case as the compound was inactive in yeast. Osteosarcoma cells were transiently transfected with a cDNA collection (27,000 genes) along with a reporter plasmid (luciferase) in a 384-well plate format. The cells were then screened for resistance to apratoxin A, which led to the identification of 46 genes attenuating cytotoxicity by two- to threefold. Retesting identified 24 of these genes as encoding proteins that either inhibited apoptosis or caused various cell cycle arrests and thus were independent of apratoxin A’s target. Out of the 22 remaining potential targets, five genes encoded FGFRs. Interestingly, cell lines that were found to be least sensitive among the NIC-60 cell line panel showed a high expression level of FGFR when profiled, corroborating the results of the genomewide overexpression screen. Further biochemical assays established that the phosphorylation level of Stat3, a transcription factor regulated by the FGFR pathway, was reduced in a dose-dependent manner by apratoxin A treatment. It has also been shown that a genetic suppressor screen can be used to identify the target of a small molecule identified from phenotypic assays in Caenorhabditis elegans [114]. In this study, 180,000 randomly mutated wild-type genomes were screened for suppression of the small-molecule-induced phenotype (induction of population growth defect), leading to the identification of elg-19, a gene that encodes t-type calcium channel a1 subunit.

A different approach has been developed by researchers at NCI to rapidly assign the mode of action of cytotoxic compounds from analysis of a compound’s activity against a panel of cancer cell lines (Figure 5.16). To this end, an extensive database of activity against 60 different cancer cell lines (NCI-60) with compounds having a known mode of action has led to the identification of specific patterns correlating to a particular mode of action. A number of novel cytotoxics have been assigned a putative mode of action simply by matching the cytotoxicity pattern in the NIC-60 cell line against that of known inhibitors [115]. In a conceptually related approach extending beyond cytotoxic compounds, a database of the gene expression profiles corresponding to 300 diverse mutations and chemical treatments in yeast was constructed. It was demonstrated that the cellular pathway affected by an uncharacterized perturbation (pharmacological or genetic) could be determined by pattern matching, even among very subtle profiles. The utility of this approach was confirmed with the discovery of a novel target (Erg2p involved in ergosterol biosynthesis) for the commonly used drug dyclonine, a topical anesthetic [116].

**5.7 CONCLUSION**

Since the mid 1990s, a number of technological developments ranging from linkers for solid–phase synthesis to new synthetic methodologies for diversity-oriented synthesis and encoding technologies for split–pool synthesis have enabled the preparation of
small-molecule libraries for high-throughput screening (HTS). These developments have made high-quality libraries of small molecules within reach to academic researchers. Several landmark publications have already highlighted the potential to uncover important biological mechanisms using small-molecule inhibitors discovered from combinatorial libraries. These first successes have inspired the creation of several national programs to assemble diverse libraries and establish screening centers as exemplified by the NIH molecular library initiative. High-content phenotypic assays have the greatest potential to result in the discovery of new biological mechanisms; however, identifying the target of a small molecule inducing an interesting phenotype remains a bottleneck. The advent of mass spectrometric characterization of proteins

FIGURE 5.16 Activity of cytotoxic compounds (hypothemycin—MAP kinase inhibitor; 17AAG—HSP90 inhibitors; taxol—tubulin depolymerization inhibitor) against the NCI-60 cancer cell line panel. (Reproduced from www.nci.nih.gov.)
will certainly accelerate the throughput of protein identification by affinity purification. The availability of genomic information has also enabled new genomewide approaches to uncover the mode of action of small molecules that do not require any manipulation or modification of the inhibitor.
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Numerous sophisticated approaches have been developed to study the structure and function of genes, including the mining of whole-organism genome assemblies using sophisticated gene prediction algorithms and homology models [1], global transcriptional profiling [2], and forward genetic studies [3]. However, these techniques are ultimately limited by the fact that they only assess intermediates on the way to the protein products of genes that ultimately regulate biological activity [4]. Processes such as RNA splicing, proteolytic activation, and hundreds of possible posttranslational modifications (PTMs) can result in the production of numerous proteins of unique structure and function from a limited number of genes. Additionally, biological activity often results from the assembly of numerous proteins into an active complex, the nature and composition of which can be explored only at the protein level. Therefore, proteomic studies should be able to answer many questions about cellular processes and diseases that can’t be answered by genomic methods alone [5].

Since the introduction and development of new biomolecule-compatible ionization techniques such as matrix-assisted laser desorption/ionization (MALDI) [6] and electrospray ionization (ESI) [7] in the early 1990s, mass spectrometry (MS) has rapidly become one of the most important tools for the characterization of individual proteins. Additionally, constant improvements in instrumentation performance as well as data acquisition and processing strategies continue to rapidly expand the breadth of this technique for the study of numerous aspects of protein function within
biological systems. Since a comprehensive review of this field would be prohibitively long and somewhat outdated by the time of its publication, the purpose of this chapter is to provide a general overview of the current practice and applications of modern protein mass spectrometry in order to demonstrate the potential that this technique offers for the study of stem cell biology. The various references cited are clearly not meant to be exclusive, but rather provide good starting points for obtaining additional details regarding the numerous topics and techniques mentioned throughout this review.

6.1 PROTEIN IDENTIFICATION USING MASS SPECTROMETRY

In its simplest implementation, proteomics studies require the ability to rapidly identify which proteins are present in a given sample. Historically, however, this requirement represented a significant limitation. For example, biochemists had long been able to assess changes in the expression patterns of thousands of proteins using two-dimensional gel electrophoresis (2DGE). However, the identification of those species that changed under a given set of conditions was a laborious task, requiring subjecting various proteolytic digests to high-performance liquid chromatography (HPLC) or gel electrophoresis, followed by N-terminal (Edman) sequencing and/or amino acid analysis of the separated peptides. This bottleneck of protein identification in 2DGE studies was effectively eliminated by the introduction of peptide mass mapping [8], which combined the emerging technique of biological mass spectrometry with the availability of protein databases of ever-increasing quality based on genomic sequencing studies.

Peptide mass mapping involves protein enzymatic digestion, mass spectrometry, and computer-facilitated data analysis to effect protein identification. In the case of 2DGE-based studies, protein spots of interest are excised and subjected to in-gel digestion using an enzyme such as trypsin [9]. The masses of the resulting peptides are experimentally measured and compared with theoretical “in silico” digests of all the proteins contained in a sequence database. The database proteins are then statistically evaluated and ranked according to how closely their theoretical digests match the entire set of experimental data. Clearly, the success of this or any other comparative database-searching technique requires the existence of the correct protein sequence within the database searched. However, numerous databases of continuously improving quality are now available as a result of the genomic sequencing of numerous organisms. In practice, matching five to eight different tryptic peptide masses measured using currently available instrumentation is usually sufficient to unambiguously identify a human protein with an average molecular weight of 50 kDa.

Although peptide mass mapping greatly increased the number of proteins that could readily be identified in 2DGE-based experiments, it inadvertently served to also expose some of the limitations of 2DGE [10]. Additionally, the very nature of peptide mass mapping limits its use to samples containing ideally only a single species. Given the complexity and extreme range of protein expression levels inherent in living
organisms, the requirement to purify each protein to near homogeneity before its digestion and successful identification by peptide mass mapping becomes highly restrictive. By contrast, tandem mass spectrometry enables sequence information to be determined for individual peptides, regardless of the presence of other species, and thus enables the efficient analysis of protein mixtures [11].

Tandem mass spectrometry experiments yield peptide sequence information by isolating individual peptide ions within the mass spectrometer itself, physically fragmenting them using any of a number of different methodologies [12], and measuring the masses of the resulting fragment ions. Manual interpretation of tandem mass spectra can often be quite difficult because of the number of different fragmentations that can occur, not all of which yield structurally useful information. However, in analogy to peptide mass mapping experiments, the experimentally obtained fragmentation patterns can be compared to in silico—generated tandem mass spectra of the proteolytic peptides expected to arise from each protein sequence contained in the database being searched. Statistical evaluation of the results and scoring algorithms using search engines such as Sequest™ and MASCOT™ facilitate the identification of the best possible match.

Numerous types of MS analyzers can be employed to perform tandem MS experiments [13], but ion trap mass spectrometers remain extensively utilized because of their rapid scanning capabilities and robustness. One of the most popular means of performing such experiments on complex peptide mixtures involves the direct coupling of reverse-phase HPLC to an ion trap mass spectrometer through an ESI interface. However, other separation techniques such as capillary electrophoresis can also be employed [14]. The peptide separation serves to decrease the ion signal suppression that occurs when highly complex mixtures are directly analyzed by fractionating the peptide mixture before MS analysis. As shown in Figure 6.1, these “shotgun” proteomics studies typically employ a data-dependent analysis scheme. Specifically, the ion trap first performs a MS measurement of all the ion signals eluting from the separation column at a given time. Then, the ion trap performs three to five MS/MS experiments on individual signals detected during the initial MS scan, with the basis for selection usually being a simple criterion such as ion signal intensity. A new MS scan is then performed, and additional signals are selected for tandem MS, and this cycle repeats itself throughout the course of the chromatographic run. Using this shotgun methodology, hundreds of proteins can readily be identified during the course of a typical reverse-phase chromatographic run. These types of experiments in which numerous proteins are first simultaneously digested to produce an even greater number of peptides before MS analysis are often referred to as bottom–up proteomics.

Although effective, these data-dependent schemes are relatively inefficient, in that only a small fraction of the tandem mass spectra measured actually yield useful protein identifications. In light of this and other limitations of shotgun-based analysis schemes, MALDI-LC/MS/MS analysis platforms are also being investigated [15,16]. In such systems, deposition of the effluent of the separation column(s) directly onto MALDI target plates effectively decouples the separation step from the mass spectrometer. This enables more decision-driven, targeted analyses of samples, due to the removal of time restrictions imposed on mass spectrometers by online chromatographic
FIGURE 6.1  Analysis of peptide mixtures by online reverse-phase LC/MS/MS. Protein samples are enzymatically digested to produce a more complex peptide mixture. This mixture is subjected to reverse-phase nanoHPLC, and the peptides eluting at a given time are detected in a MS scan. Tandem MS spectra are then obtained for several of the signals detected during the MS scan. The mass and associated fragmentation pattern of each signal are subsequently searched against a sequence database in order to identify the peptide. (See insert for color representation.)
separations. Despite this and other potential benefits such as the possibility of performing parallel separations, the effective implementation of MALDI-based analysis systems requires the investigation and optimization of numerous technical issues. Thus, it remains to be seen whether such analysis platforms will become widely utilized.

Given the criterion by which ion signals are typically selected for tandem MS in data-dependent analysis schemes, it is not surprising that the protein identifications obtained are usually biased toward more highly abundant species. This limitation is of particular concern given the broad range of protein expression levels inherent in living organisms as well as the fact that most interesting classes of regulatory proteins are often expressed at low copy numbers per cell. In addition to the use of highly focused sample isolation techniques, other strategies have also been employed to increase the effective dynamic range of such analyses. Perhaps the simplest method involves additional fractionation of the initial mixture, thus further “spreading out” the sample before MS analysis. Although numerous multidimensional separation strategies have been described [17,18], the majority of such experiments reported to date employ “MuDPIT” (multidimensional protein identification technology), which combines strong cation exchange and reverse-phase chromatography of peptide mixtures [19,20]. Using this technique, thousands of unique proteins have been identified from whole-cell lysates in a single 2D LC-MS/MS experiment. Improvements in instrumentation have further increased the level of information that can be obtained from such experiments. For example, more recently introduced linear (two-dimensional) ion traps possess a significantly improved total ion trapping capacity compared to traditional three-dimensional traps, increasing their sensitivity by a factor of 10 [21]. Additionally, these new machines have vastly reduced scan times, enabling the acquisition of 5 times the number of tandem MS spectra per unit time. It should be noted that these large-scale profiling experiments require extensive computational resources to efficiently process the huge amount of data collected.

In evaluating any MS-based study that describes the detection of numerous proteins in a given sample, it is absolutely critical to understand the criteria employed for making an assignment. As typically employed in such experiments, the term protein identification does not imply that the protein is completely characterized in terms of its entire sequence or all of its PTMs. Rather, this term means that the search program employed matched one or more acquired tandem mass spectra to the expected spectra of one or more amino acid sequences unique to a given protein as translated from its encoding gene. In many studies reporting the presence of thousands of proteins in a given sample, the majority of proteins are identified on the basis of only one or two peptide hits. Although it is technically possible to identify the presence of a gene product from the presence of a single unique peptide, the limitations of the searching algorithms employed as well as the numerous sequences present in current databases provide ample opportunities for false identifications. The reporting of numerous incorrect identifications plagued early large-scale proteomics studies, and necessitated the introduction of strict criteria for reporting the results of MS-based protein identifications [22]. The
quality of protein identifications from complex mixtures have also been greatly improved by the introduction of new hybrid MS instrumentation such as the LTQ FTICR [23] and the LTQ Orbitrap [24], which enable highly accurate mass measurements (±5 ppm) to be routinely performed on the chromatographic timescale.

An important caveat of shotgun-based protein identification studies is that they rarely can distinguish between the numerous variations of a gene product that might exist at a given time. For example, the activities of numerous proteins, and in particular enzymes, are highly regulated through a series of protein truncations and modifications. Thus, the identification of the presence of a particular gene product need not correlate with the existence of its expected biological activity. This issue can be addressed by ABPP (activity-based protein profiling) techniques that enable the identification (and quantitation) of biologically active members of a given class of proteins [25]. ABPP reagents typically consist of a reactive group that covalently labels the active site of a specific class of enzymes, a noncovalent affinity group that helps specifically position the reactive moiety near the protein’s active site, and a reporter molecule (fluorescent probe or affinity tag) that aids in the later isolation and identification of the labeled species. To date, ABPP has been applied to numerous classes of proteins, including cysteine proteases [26], tyrosine phosphatases [27], metalloproteases [28], and protein kinases [29].

Nevertheless, there are still numerous applications that focus primarily on the identification of which proteins are present in a given sample. For example, researchers are attempting to definitively catalog the protein components of various organelles [30]. Additionally, protein MS is widely used to identify proteins that interact either with other biomacromolecules in order to map functional networks [31,32] or with specific small molecules for various drug discovery applications [33,34]. Certainly, these studies will also be important for cataloging proteins that are uniquely present in embryonic stem cells during their self-renewal. However, after the identification of the protein constituents of a given system, the next step usually involves understanding how these systems change over time.

6.2 PROTEIN QUANTITATION USING MASS SPECTROMETRY

Unlike the relatively fixed nature of the genome, the proteome exists in a constant state of flux, varying over time, tissue type, and in response to external conditions. As such, understanding the overall biological significance of a particular protein requires the ability to assess changes that occur over time with respect to both the protein itself and other species in its immediate environment. Traditionally, 2DGE has been used to assess large-scale changes in protein expression levels between different samples (i.e., healthy vs. diseased samples). These experiments rely on the fact that the various chemicals used to visualize separated protein bands produce responses roughly proportional to the total level of the moiety with which they interact [35]. However, with the emergence of multidimensional LC/MS/MS methodologies, MS is increasingly used to effect simultaneous protein identification and quantification.
The effective use of MS to measure changes in peptide (and protein) levels requires the recognition of several important parameters. The first is that different peptides exhibit widely variable ionization efficiencies. This means that there are no universal standards that can be employed to roughly quantify the various peptides contained within a given sample. Additionally, the absolute signal for a specific amount of a given peptide depends not only on its own ionization efficiency but also on the identities and relative concentrations of other peptides being simultaneously analyzed as a result of ion suppression effects. This requires that measurements of species being compared be made within the same (or an effectively identical) sample. Absolute quantitative measurements of individual peptides can be made by implementing the same stable isolation dilution techniques utilized for numerous decades in pharmacological studies of small molecules [36,37]. Although effective, this technique requires the synthesis of a pure, isotopically labeled version of every species to be quantified. However, given the exploratory nature of many proteomics studies, differential quantitation schemes that instead measure relative changes between specific samples are often employed.

An ideal quantitation scheme would enable the collection of the required data directly during a standard LC/MS/MS analysis without the need for any specific additional preprocessing of the sample. Several such “label-free” quantitation schemes have been described. Spectral counting techniques are based on the positive correlation typically seen in shotgun-type experiments between the number of tandem MS spectra that are assigned as having arisen from a particular protein and the actual abundance of that protein in a given sample [38]. Since its initial formulation, numerous refinements have been suggested in order to better account for differences in factors such as the size and sequence of various proteins [39]. Other techniques attempt to extract spectral or chromatographic peaks (features) from individual analyses, and then compare changes in the signals (extracted-ion chromatograms) of these features across multiple runs [40,41]. Alternatively, the significance of intensity changes in every data point [time and m/z (mass/charge) value] can be evaluated rather than first determining what features to compare [42]. Regardless, such feature comparison techniques require the normalization of overall signal intensities between runs as well as highly reproducible sample-handling techniques and chromatographic separations that can readily be aligned between analyses. Additionally, these samples may contain thousands of individual species, many with signals approaching the background signal. Significant improvements in the peak capacity and sensitivity of chromatographic methods combined with the high resolution and mass accuracy of modern mass spectrometers have greatly improved the quality of such analyses. However, despite the significant computational infrastructure required, these “simple” label-free techniques generally produce less accurate quantitative measurements than do other methodologies [43].

In order to obtain more accurate quantitative measurements, the majority of protein-profiling studies employ various stable isotope labeling strategies. Typically, two samples to be compared are individually labeled with different forms of a stable isotopic pair, and the two samples are subsequently combined in equal proportions at some point before the final LC/MS/MS analysis. The result is that each peptide exists
as a pair of isotopically labeled species that are identical in every respect except for their masses. Thus, each isotopically labeled peptide effectively serves as its partner’s ideal internal standard, and the ratio of the relative heights of the two isotopically labeled species in the MS scan provides quantitative data as to any differential change that occurred in the expression of the protein from which the peptide arose.

One approach for readily incorporating stable isotopes involves growing cells in isotopically enriched media. For example, one group of cells would be cultured in media that contained $^{14}$N as the only source of nitrogen atoms, while a second group would be grown in media containing only $^{15}$N [44]. Although this methodology efficiently incorporates stable isotopes on a global scale, the determination of which two peptides constitute an isotopically labeled pair is severely complicated by the fact that such pairs possess variable mass differences depending on the number of nitrogen atoms they contain. “Inverse labeling” methodologies have been introduced that address this issue [45], but at the cost of doubling the number of experiments that need to be performed. Additionally, although this methodology has been applied to rodents by restricting diets exclusively to bacteria grown on isotopically enriched media [46], this technique cannot readily be applied to higher organisms or biologically derived samples such as blood or tissue.

Stable isotope labeling with amino acids in cell culture (SILAC) is a more recently introduced variation of the methodology described previously [47]. As shown in Figure 6.2a, this technique involves the growth of cells in different media, but in this case, only certain amino acids exist in isotopically distinct forms. Typically, stable isotope-labeled versions of lysine and arginine are simultaneously employed such that every tryptic peptide (except the one arising from a protein’s C terminus) bears an isotopic label. However, other amino acids have also been employed for specific applications. For example, $^{13}$C-labeled tyrosine was used in an experiment attempting to identify substrates of tyrosine kinases [48]. Importantly, the use of more than two isotopically distinct versions of an amino acid enables multiples samples to be differentially compared. For example, a triple-SILAC strategy employing $^{12}$C$_6$$^{14}$N$_4$-Arg, $^{13}$C$_6$$^{14}$N$_4$-Arg, and $^{13}$C$_6$$^{15}$N$_4$-Arg was used to compare the mechanism of divergent growth factor effects on mesenchymal stem cell differentiation [49]. Although extremely powerful for the study of biological phenomena in cell culture, this technique cannot be readily applied to quantify difference in the tissues or biofluids of animals. Additionally, the metabolic conversion of arginine to proline has been observed in certain cell lines [50], requiring appropriate adjustments or the exclusion of all proline-containing identifications.

Another method for the introduction of stable isotopes involves chemical modification of the samples under study. Typically, these schemes employ chemical reagents that specifically target one of the native reactive moieties of proteins, including thiols [51], carboxylic acids [52], amines [53], the $\varepsilon$-amino group of lysines [54], and the indole group of tryptophan [55]. Alternatively, stable isotopes can also be incorporated into C-terminal carboxylic acid functionalities through the action of trypsin in $^{18}$O-labeled water [56], or by reaction with “unnatural” functional moieties on proteins that were either artificially introduced [57] or created as a result of a chemical modification, including ketones that result from various oxidation reactions [58] or
α,β-unsaturated carboxyls that results from the β-elimination of labile moieties such as phosphoserine groups under basic conditions [59]. Although more expensive, the majority of more recently introduced reagents employ stable isotopes such as $^{13}$C, $^{15}$N, and/or $^{18}$O rather than deuterium, as it has been shown that deuterium-labeled species have slightly different retention times than their hydrogen-containing counterparts under typical reverse-phase chromatography conditions [60]. As exemplified by the prototypical isotope-coded affinity tag (ICAT) [61], many such labeling reagents also incorporate an affinity label such as biotin in order to affect the enrichment of labeled species. However, more recent analogs of such reagents typically also feature a cleavable element that enables more efficient recoveries of the labeled species from the capture agent employed [62]. Although these chemical modification-based approaches are highly versatile in that they can be applied to any type of sample, this versatility must be weighed against possible issues surrounding the efficiency and selectivity of a given reaction.

Figure 6.2c shows the typical experimental workflow for broad quantitative profiling studies that employ stable isotope-labeling techniques. Samples to be compared are individually labeled with different forms of a stable isotopic reagent, and the samples are subsequently combined in equal proportions at some point before the final LC/MS/MS analysis. Other factors being equal, isotope labeling at the protein level is preferred, as this enables the entire analyte to be processed using a single proteolytic digestion. After LC/MS/MS analysis, computer algorithms attempt to match signals in the MS scans that represent the isotopic variants of a single peptide. Although the identification of this species still relies on tandem MS of at least one of the isotopic variants, the differential quantitation of the species is measured by comparing the XICs of each isotopic variant in the MS spectrum. As described previously, such measurements become highly unreliable when a signal of potential interest starts to approach the background signal level.

Improved quantitative measurements can be obtained utilizing the more recently introduced iTRAQ (isobaric tag for relative and absolute quantitation) methodology [63]. This technique employs a series of amine-reactive, isobaric tags that enable quantitative measurements to be taken during tandem mass spectrometry. In comparison to broad-range MS scans, tandem MS scans are performed after the isolation of a narrow $m/z$ window. As such, tandem MS spectra exhibit far lower background signals, leading to more accurate quantitative measurements. As shown in Figure 6.2b, the iTRAQ reagents themselves are isobaric, causing the isotopically labeled variants of a given peptide to behave identically during LC/MS. However, on tandem MS, each individual reagent produces a unique reporter ion separated by a single dalton, due to the presence of carbonyl-based mass counterbalance groups. Thus, peptide identification and quantitation are simultaneously measured in the same tandem MS experiment. In addition to improved quantitative measurements, this technique also enables four (or eight in the next-generation implementation soon to be released) different samples to be compared in a single analysis.

As a result of techniques like those described here, MS-based experiments are starting to address one of the most fundamental properties of the proteome—its dynamic nature. For example, the temporal mapping of signaling cascades [64,65] or
FIGURE 6.2a,b  (a) Quantitation using isotopic labeling. In SILAC, two groups of cells are grown in culture media that are identical except that the first medium contains the “light” and the second medium contains the “heavy” form of particular amino acids (K,R). With each cell doubling, the cell population replaces at least half of the original form of the amino acid, eventually incorporating 100% of a given “light” or “heavy” form of the amino acid. The samples are then combined, and identified proteins are quantified from the ratios of the peptide doublets seen in the MS scans. (b) Quantitation using tandem mass tags. An iTRAQ reagent consists of a reporter group (114–117 Da), a balance group (neutral loss of 31–28 Da), and an amine-specific peptide reactive group. The iTRAQ workflow consists of the isolation of proteins from different states to be compared, reduction and alkylation of cysteine residues, and tryptic digestion. The peptide mixtures are then labeled with different iTRAQ reagents. Quantitation is performed in the MS/MS mode by measuring the relative intensity of the reporter groups. (See insert for color representation.)
FIGURE 6.2c  (c) Quantitation using chemical labeling strategies. Two protein mixtures representing different cell states are
.denatured, and reacted with light and heavy reagents (labeling can occur before or after tryptic digestion). Tagged peptides can
optionally be enriched, and the peptide mixture is analyzed by LC/MS/MS. The ratio of signal intensities of the tagged peptide
pairs is determined by relative abundance. (See insert for color representation.)
changes that occur in the nuclear proteome on treatment with transcription inhibitors have been described [66]. Other studies have measured the dynamics of protein turnover [67] or the identification of newly synthesized proteins [68]. Clearly, such studies will be highly relevant in attempting to understand the underlying mechanisms of stem cell differentiation. It should be noted that isotopic labeling techniques can also be applied to great effect in other applications. For example, isotopic labeling has been used to distinguish true binding partner from nonspecific binders in protein interaction studies [69,70].

6.3 CHARACTERIZING POSTTRANSLATIONAL MODIFICATIONS BY MASS SPECTROMETRY

Although various genomics-based methodologies can provide valuable insights into protein function, only proteomics studies can elucidate the critical role that PTMs play in modulating protein function and activity. To date, well over 200 distinct PTMs have been described (Figure 6.3), and these covalent modifications have been shown to exert profound influences ranging from the modulation of protein three-dimensional structure, subcellular localization, and lifetime to the regulation of processes such as cellular signaling, gene expression, and apoptosis [71]. Combinatorial networks of similar [72] or disparate [73] PTMs provide additional mechanisms for the modulation of biological effects, as exemplified by the regulation of histone function [74]. As such, the ultimate goal of studying PTMs by MS is nothing less than the complete characterization of this highly sophisticated regulatory network. At its basest level, this involves mapping the site of each individual PTM on every gene product. Additionally, both the stoichiometry and the temporal organization of each site of modification need to be determined with respect to other PTMs.

However, the detection and localization of a given PTM represents a far more difficult task than the identification of the presence of a given gene product. For example, tryptic digestion of a protein results in numerous peptides, only a few of which need to undergo successful tandem MS fragmentation and database matching to identify the presence of that protein. By contrast, the existence of a particular PTM can be ascertained only by the successful analysis of the specific peptide that bears the modification. Furthermore, several labile modifications such as phosphorylated serine and threonine residues can produce fragmentation patterns that contain little or no useful sequence information under typical tandem MS conditions. Finally, most regulatory proteins are expressed at only low copy numbers per cell compared to other proteins, and many individual sites of modification are only partially occupied. Therefore, analyses that target a particular PTM often employ selective enrichment techniques as well as highly focused mass spectrometric methodologies. A comprehensive review of these methods for phosphorylation alone would easily fill an entire book, and the different techniques employed are often as unique as the various PTMs they seek to characterize. As such, the following examples were chosen primarily to illustrate the broad scope of this dynamic research area, and by no means should be seen as comprehensive.
Several affinity reagents exist that possess innate selectivities for particular PTMs. For example, both immobilized metal affinity chromatography (IMAC) [75] and titanium dioxide [76] resins have been employed for the enrichment of phosphopeptides. Similarly, various plant proteins called lectins have been utilized to enrich glycosylated species with specific glycan structures [77,78]. Although highly effective, these approaches require the discovery/development of an individual reagent for each specific functionality.

As such, a broader approach employs a class of reagents that possess a more general affinity capture moiety. These reagents can affect a specific interaction with a given PTM through a variety of mechanisms. For example, the reagents may selectivity react with a chemical moiety that arises from an intentional modification of the PTM itself. Thus, hydrazine-containing reagents have been employed to selectively react with aldehydes formed by the periodate oxidation of glycosylated peptides [79], while thiol-containing reagents have been utilized in Michael addition reactions with
\(\alpha,\beta\)-unsaturated carbonyls that result from the \(\beta\)-elimination of labile moieties such as \(\beta\)-N-acetylglucosamine-(\(O\)-GlcNAc)-modified serines and threonines \([80]\). Alternatively, the reagent-targeting chemical functionality can enzymatically be added to proteins of interest. For example, azide-containing analogs of sugars \([81]\) and isoprenoids \([82]\) were added to cultured cells, and shown to be incorporated into cellular proteins. The resulting azide-labeled, mucin-like \(O\)-linked glycosylated and farnesylated proteins (respectively) were isolated using a chemoselective reaction between the incorporated azide groups and a phosphine-functionalized affinity reagent \([83]\). Although powerful, potential issues of metabolic interconversion as seen in the case of SILAC labeling must be accounted for when employing such a technique. Additionally, a ketone-containing analog of galactose was selectively added to proteins modified with \(O\)-GlcNAC after cell lysis using a modified galactosyltransferase, and the resulting modified species were isolated using a chemoselective reaction between the incorporated ketone moiety and an aminooxy-functionalized affinity reagent \([84]\). Much like the chemical modification reactions described earlier, this approach is more versatile in that it can be applied to any type of sample.

Typically, the classic biochemical affinity pair biotin–streptavidin has been utilized to effect the isolation of labeled species. However, other affinity enrichment systems have been described. For example, chemoselective ligations such as click chemistry \([85]\) can be used to capture azide-bearing proteins onto an alkyne-functionalized solid support \([86]\). In another approach, living systems can be transfected so as to directly produce affinity-labeled versions of normal substrates. For example, cell lines were modified to produce only 6His-tagged versions of ubiquitin \([87]\) or SUMO-1 \([88]\). Subsequently, the proteins modified with these PTMs were enriched from whole-cell lysates using IMAC, and their sites of modification were identified due to the presence of specific mass increases on lysine residues as seen in the tandem MS spectra, such as an increase of 114 Da that represents the “Gly-Gly” tag remaining from ubiquitin after tryptic digestion. Finally, alternative chemical-based affinity systems have also been investigated. For example, species bearing functionalities of interest have been chemically modified with perfluoroalkyl groups, and the unique interplay between the fluorous-derivatized species and the surface of a perfluoroalkyl-silylated stationary phase was subsequently utilized to separate labeled peptides from unlabeled species in a simple solid phase extraction format \([89]\). Interestingly, the same fluorous derivatization and enrichment methodology can readily be applied for the selective fractionation of both peptide- and small-molecule-based samples.

In addition to a wide range of affinity enrichment techniques, numerous specialized MS scanning and fragmentation methodologies have also been developed to further improve the detection and identification of various PTMs. For example, precursor ion-scanning experiments can be performed using triple quadrupole or more recently introduced hybrid linear ion trap–triple quadrupole (QTrap\(^\text{TM}\)) mass spectrometers. In this technique, ions entering the instrument are scanned in Q1 and sequentially fragmented in Q2, while Q3 remains fixed in order to monitor the presence of a particular diagnostic ion. Detection of this characteristic ion indicates that the species
that exited Q1 indeed contained the PTM of interest, and thus should be subjected to further study. Typical reporter ions monitored using this technique include $-79 \text{ m/z}$ corresponding to the loss of $\text{PO}_3^-$ from phosphopeptides [90], $+216 \text{ m/z}$ corresponding to the loss of the immonium ion of phosphotyrosine [91], and $+46 \text{ m/z}$ corresponding to the loss of the dimethylammonium ion from asymmetrically dimethylated arginine [92].

A conceptually similar approach utilizes the occurrence of a particular dominant neutral loss during tandem MS as an indicator that the originating species contained a specific PTM of interest. For example, phosphoserine and phosphothreonine residues are highly labile under typical tandem MS conditions, and therefore often lead to tandem mass spectra that are dominated by the loss of $\text{H}_3\text{PO}_4$ [93]. Neutral losses of $\text{HPO}_3$ are also associated with these species as well as phosphotyrosine residues. The rapid scanning speed of linear ion trap mass spectrometers enables researchers to implement automated MS$^3$ (MS/MS/MS) strategies in which major ions arising from the loss of $\text{H}_3\text{PO}_4$ during tandem MS are automatically subjected to another stage of fragmentation. This third stage of MS often produces useful sequence information, and has resulted in the identification of hundreds of additional phosphopeptides from mammalian cell culture [94]. However, this technique does have several limitations; for example, a neutral loss of $\text{H}_3\text{PO}_4$ can manifest itself as different decreases in m/z value depending on the charge state of the precursor ion as well as the fact that many sequence-specific phosphorylated residues fail to yield significant neutral loss peaks on tandem MS.

In comparison to large-scale profiling experiments, the phosphorylation profile of an individual pure protein can be mapped in much greater detail using hypothesis-driven multistage MS [95]. Regardless of the instrumentation employed, this technique starts from the premise that each serine, threonine, or tyrosine residue in a protein’s sequence may be phosphorylated, and that the resulting phosphopeptide candidates, although numerous, can each be tested experimentally. Accordingly, a computer program calculates several individual tandem MS transitions (i.e., a given m/z precursor ion that produces a particular m/z fragment ion) that should be unique for each potential site of modification given a particular proteolytic treatment, and then continuously scans these sets of individual transitions. The facile implementation of this technique on a Q-Trap has recently been described and termed multiple-reaction monitoring–initiated detection and sequencing (MIDAS) [96].

Although bottom–up proteomics has proved invaluable for the identification and localization of various PTMs, not surprisingly, its use remains problematic for the study of potential combinatorial interactions and long-range associations between various PTMs. By comparison, top–down experiments seek to obtain high-resolution mass measurements of intact proteins as well as direct fragmentation of those proteins in the gas phase [97]. The complete characterization of an intact protein was first demonstrated using a nonergodic fragmentation technique termed electron-capture detection (ECD) [98], and this technique has subsequently been employed to simultaneously map the different PTMs of various histones [99,100]. More recently, an ion–ion analog of ECD, termed electron transfer disassociation (ETD), was
introduced [101]. Unlike ECD, this technique can readily be implemented on a linear ion trap, and thus is accessible to the great majority of researchers. To date, ETD has shown tremendous potential for the effective characterization of labile PTMs such as phosphorylation [102]. Further, when combined with a second ion–ion reaction termed proton transfer charge reduction, ETD has been used to sequence the N and C termini of proteins (such as the highly modified N termini of histones) on a chromatographic timescale [103].

6.4 CONCLUSION

MS has arguably become the single most important technique for the characterization of proteins, while new innovations in methodologies and instrumentation continue to further expand its scope. Although MS-based techniques will undoubtedly continue to play a major role in the exploration of fundamental biological processes, the utility of protein MS is also being actively investigated for more immediate applications such as the discovery and validation of clinically useful biomarkers. Despite the technical progress cited in this review and the great amount of effort currently being expended, the success of MS-based protein biomarker discovery is by no means guaranteed [104]. For example, it has been estimated that serum exhibits a dynamic range of at least 10 orders of magnitude in concentration between albumin and the rarest proteins that are currently clinically measured [105]. However, methodology improvements for expanding the capabilities of multiple reaction monitoring assays [106] as well as advances in technologies such as the direct imaging of tissue samples [107] and ion mobility techniques [108] provide hope that even these challenges can one day be addressed.
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LARGE-SCALE GENOMIC ANALYSIS OF STEM CELL POPULATIONS
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Introduction

Precisely defining the mechanisms of stem cell pluripotency, proliferation, and differentiation will be a challenge for researchers for years to come. Since we have not yet approached an understanding of the differences between stem cell line, nor have we grappled with the effects that various conditions have on stem cells in culture, we must use every relevant tool at our disposal to identify specific characteristics inherent in stem cell populations. This chapter discusses various methods of rapidly obtaining large amounts genomic and epigenetic data from stem cell populations and approaches to data mining for the gold nuggets that will aid in our understanding of the differences between various stem cell lines and help us identify key regulatory genes that are important in their biology and in development of adult tissue.

Cultured embryonic and tissue-specific stem cells hold great promise as research tools to further our understanding of tissue development and eventually as material for drug screening and therapy. This relatively young field is replete with rapid technological development of cell culture and analytical tools. Much has been learned about deriving and culturing embryonic stem cells. However, perhaps with the exception of bone marrow stem cells (and possibly stromal stem cells), very little was known about tissue-specific stem cells in adult tissue. Since the mid-1980s there has been an exponential increase in the number of manuscripts adult stem cell types, including skin, liver, pancreas, brain, lung, intestine, skeletal muscle, cardiac muscle, and cord...
blood [1]. Indeed, their promise has lead to a record number of publications describing the isolation of yet another population of magical cells, neural stem cells, which are present in relatively rare numbers that can be harvested using specialized methods and appear to be able to transform into all major phenotypes in the brain.

Much additional excitement has been generated by the isolation of human embryonic stem cells (hESCs) and by reports of transdifferentiation, cell fusion, somatic nuclear transfer, homologous recombination in somatic stem cells, and the idea that universal stem cells might exist. The rapid development of the field and the multiplicity of reports have lead to a great deal of confusion in the literature. Are there truly such a multiplicity of cells? Or has the same cell be isolated from different regions by slightly different methods?

Stem cells do not generate differentiated progeny directly but rather generate dividing populations of more restricted precursors analogous to the blast cells or restricted progenitors described in the hematopoietic lineages [2–4]. These precursors can divide and self-renew but are located in regions distinct from the stem cell population and can be distinguished from them by the expression of cell surface and cytoplasmic markers [5–7]. Investigators have begun efforts to analyze stem cell populations (Table 7.1) using a variety of techniques with the idea that by understanding these populations and identifying the factors that regulate self-renewal and direct differentiation, one will be able to modulate development or the response of stem cells to environmental signals. Many of these approaches depend on large-scale analytical tools that rely on the comparison of purified populations of cells that differ in either their stage of development or exposure to factors, or carry specific genetic abnormalities.

<table>
<thead>
<tr>
<th>Cells Characterized</th>
<th>Method Used</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural stem cells and progenitor cells</td>
<td>Microarray (mRNA)</td>
<td>[75]</td>
</tr>
<tr>
<td>Neuroepithelial cells</td>
<td>Subtractive suppression hybridization</td>
<td>[76]</td>
</tr>
<tr>
<td>Astrocyte-restricted precursors</td>
<td>Immunohistochemistry</td>
<td>[6]</td>
</tr>
<tr>
<td>Neural stem cells</td>
<td>Microarray (mRNA)</td>
<td>[77]</td>
</tr>
<tr>
<td>SSEA1 positive cells</td>
<td>Microarray (mRNA)</td>
<td>[78]</td>
</tr>
<tr>
<td>CNS progenitors</td>
<td>Microarray (mRNA)</td>
<td>[79]</td>
</tr>
<tr>
<td>Neurosphere-forming cells</td>
<td>MPSS</td>
<td>[80]</td>
</tr>
<tr>
<td>hESC</td>
<td>MPSS</td>
<td>[81]</td>
</tr>
<tr>
<td>hESC</td>
<td>EST scan</td>
<td>[20]</td>
</tr>
<tr>
<td>hESC</td>
<td>SAGE</td>
<td>[82]</td>
</tr>
<tr>
<td>hESC, EB</td>
<td>Microarray (mRNA, miRNA)</td>
<td>[14]</td>
</tr>
<tr>
<td>hESC, EB</td>
<td>Microarray (mRNA, miRNA)</td>
<td>[66]</td>
</tr>
<tr>
<td>MSC, adipocytes, chondrocytes</td>
<td>Microarray (mRNA, miRNA)</td>
<td>[68]</td>
</tr>
</tbody>
</table>

*Method due to Clive Svendsen.*
distinct. The lack of common standards or definitions, the absence of a common forum for discussion, and the range in the ability to manipulate one’s favorite system of stem cells has led a fragmented field bedeviled by controversy. As many scientists enter the stem cell field from different disciplines, they are forced to wrestle with this lack of unity and decide on their own what “stemness” really means.

One thinks of blastocyst-derived embryonic stem cells as the epitome of the stemness phenotype since their pluripotency allows them to give rise to all three embryonal lineages. This is in contrast to adult stem cells, which are termed multipotent and are lineage-restricted, essentially giving rise to only a few specific cell types. An example of an opportunity for more clear classification are the adult stem cells that have been isolated from bone marrow, cord blood, and adipose tissue, since, as mentioned above, it is not entirely clear whether these cells represent different cell types or the same cell that has been isolated from different niches. Rigorous classification of this family of cells should go a long way to put these questions to rest.

Another example are the five different stem cell populations found in the nervous system. Neural stem cells (NSCs) reside in the nervous system and give rise to all neurons and supporting cells such as ventricular zone (VZ) and subventricular zone (SVZ) stem cells as well as astrocyte and glial precursor cells [8,9] and appear to be homogenous. Further classification of this family of cells is underway.

For example, we use the term “tissue-specific stem cells” for cells that have a capacity to divide, self-renew, and differentiate into cells characteristic of that particular tissue. “Self-renewal” is taken to mean that when cells divide they give rise to daughter cells whose properties are similar to the cells themselves. Thus, if a parent cell is multipotent and has a particular range of properties, then the daughter cell has the identical range of characteristics (i.e., the cells have self-renewed). In addition, stem cells can differentiate into either one or many kinds of differentiated cells that are characteristic of the tissue from which they have been isolated. In general, prolonged self-renewal (for the lifetime of the organism) or self-renewal sufficient to regenerate the entire tissue or organ has not been required for defining a cell, making this definition far less rigorous.

The promise of stem cell research and understanding what mechanisms control pluripotency, self-renewal, and differentiation lies in gaining a greater knowledge and putting this information to work toward improving the human condition. The challenge will be to assemble a stem cell parts list that can be used to distinguish various classes of cells and to learn how those parts act in concert to regulate stem cell biology. This chapter discusses various methods of genomic and epigenetic analysis that can be used to refine our knowledge of these special cell types on our way to greater applications in basic research in developmental biology as well as their future use as drug discovery tools and therapeutic agents.

7.1 METHODS FOR GENOMIC ANALYSIS

Since 2000 there have been dramatic advances in technology and equally dramatic reduction in costs. Both genomic and proteomic methods are now available at costs
that allow an average small laboratory to begin performing such experiments. Modern analytical tools can be used to generate large volumes of information on the status of various stem cell populations (Table 7.1). Using these tools, the amount of material required for such an analysis has also become much less than was previously necessary making it feasible even when the number of stem cells available is limited.

7.1.1 General Considerations

The general workflow for large scale genomic analysis of cell populations is described in Figure 7.1. The overall workflow can easily separated into five stages: sample derivation/isolation, sample verification, determination of analytical method, actual data analysis, and finally independent verification of the results using an orthogonal method.

Here we use terminally differentiated neuronal cells as an example, but cells can be pulled from any point of this or similar pathways for analysis. The key to this step is the isolation of homogeneous populations of cells whenever possible, as the presence of multiple cell types in a sample bound for analysis may confuse the result (and the researcher). Following this, the sample chosen must be validated to ensure that one knows what one has. The first step is simply to validate the RNA sample to be confident that it is pure and of a known quantity. Following this, one must ensure that the cell population from which the RNA was isolated expresses the markers known to identify the cells in question. Here, the stem cell researcher may have only a small set of markers with which to test the cells. These will consist of known transcripts that can be identified by PCR, membrane protein markers confirmed by immunohistochemistry (IHC), or by testing the cells for the proper differentiation potential in culture.

FIGURE 7.1 Flowchart of processes to characterize cell populations using large-scale analysis. Shown is an example of the workflow required for large-scale analysis of terminally differentiated neural cells.
Once the samples are ready for testing, the decision must be made as to which method of analysis is best. The following pages describe in detail various methods and their attributes for particular applications. Finally, the data one gathers from large-scale analysis must be validated using an orthogonal method. This step is often overlooked or minimized in importance but in our opinion is absolutely critical to confirming a biological role of a particular set of genes and furthering our understanding of the pathways in which they participate.

7.1.2 Measures of Identity

One method of classifying cell populations is to analyze subtle differences in their chromosomal DNA. Measures of short tandem repeats (STRs) using as few as nine known loci can be used to identify individual human genomes with the sensitivity of one in hundreds of thousands. This type of analysis allows us to define a genomic fingerprint of each cell line and can be used for early- and late-passage culture as variation in profile of these markers has not been detected with increasing passage number. Similar to this, histocompatibility profiles can be assembled by using a subset of the known HLA markers to type cells by the collection of antigens expressed on their membranes. This type of analysis is exceedingly important in classifying cells for use in the clinic. Mismatching of cells can lead to difficulties in interpretation of data and a failure to perform adequate or appropriate comparative analysis.

7.1.3 Measures of Stability

Having cells in culture and knowing their molecular and proteomic signature is only part of the challenge. Human embryonic stem cells are relatively unstable, and much care is taken to keep them in their pristine, pluripotent state. That said, care must be taken to ensure that genomic and epigenetic changes do not occur within the cells during propagation. A relatively easy and extremely high resolution tool for measuring genomic stability lies in single nucleotide polymorphism (SNP) analysis. Platforms are available that can easily measure nearly 100,000 SNPs in a single cell sample. As SNPs generally occur at approximately every 26 kb (i.e., 26,000 base pairs) in the genome, this analysis enables monitoring chromosomal changes at a relatively fine level. Data from these studies can indicate not only whether changes in chromosomal copy number have occurred but also translocations, deletions, and amplifications at high resolution. Another measure of cellular stability can be gained from SNP analysis of the entire mitochondrial genome. Here we can use established platforms to analyze changes in the nearly 17,000 bp over multiple passages.

7.1.4 Measures of Pluripotency

Various datasets have been compiled using mRNA expression arrays, MPSS, and EST analysis. When comparing global gene expression across hESC lines, correlation coefficients ($R^2$ values) for genes detected at high confidence generally range within the 0.92–0.94 level. When comparing karyotypically normal hESC lines with abnormal
variants or embryonal carcinoma (EC) lines, correlation coefficients can range from 0.92 to as low as 0.88. Further, when comparing hESC embryoid bodies derived from them, the correlation coefficients can decrease to as low as 0.85. These results taken together suggest, not surprisingly, that cells that vary either by acquired abnormality, tissue of derivation, or state of differentiation, carry with them a changing repertoire of highly expressed genes. Of all genes analyzed so far, a set of 105 ES-specific genes have been identified. To this, a set of 194 genes that are upregulated on differentiation to EBs can be compared. As one would like for these profiles to be absolute, some variation is seen across cell lines. Of the 194 differentiation-specific genes identified in EBs, 168 can be detected in low but significant levels in hESCs [10].

All methods rely on having some tests of purity and quality of the sample, require some measure of quality of the methodology use, and require appropriate data-mining tools. One method that researchers in the field have employed to set guidelines is the adaptation of the standards [11], which “minimal information about a microarray experiment” (MIAME) define a set of rules to enable unambiguous interpretation of microarray results and allow design of experiments that can be reproduced faithfully. The checklist that has been developed to help authors and referees to ensure that the data supporting published microarray results are made available in a format that allows unambiguous interpretation and potential verification. The standards listed cover experiment design, sample origin, extract preparation, and labeling, hybridization procedures, measurement data and specifications, and array design. Besides the MIAME guidelines, several other groups have come forward with frameworks and suggestions for large-scale data mining [12,13].

**Use of a Reference Standard** To gain the most usefulness from these types of experiments, one should be able to compare like data from multiple experiments. Ideally, one could compare datasets done on multiple days in multiple labs. This poses a potential problem when considering experimental variation between experiments. We have found that the use of an internal reference standard in each experiment allows easy normalization across datasets and enables us to combine data to create large sets, allowing us to fully utilize the power of the techniques described above. As shown in Figure 7.2, one simply has to prepare a large amount of one cell sample and include an aliquot of that same sample in all the experiments one wishes to include in the final dataset. By doing so, this allows us to compare the robustness of each experiment (signal intensity, etc.) and normalize away any other source of variation that may occur. An important point for the stem cell field will be to settle on a single cell type or a subset of cell types that will be an agreed on standard that can be used in various labs. For this, we have proposed the embryonal carcinoma cell line 2102EP as a useful standard [14].

**7.2 GENERAL OBSERVATIONS ON THE PROPERTIES OF STEM CELLS**

Before we evaluate the differences seen between embryonic stem cells, adult stem cells, and other cells, it is valuable to consider the traits they have in common. A broad
analysis of gene expression suggests that stem cells appear similar to other cells in that they synthesize about 10,000–12,000 genes of the approximately 35,000 or 40,000 genes annotated in the RefSeq database. Total RNA levels in stem cells appear similar to those seen in other metabolically active cells (average of \(5\)–\(10\) \(\mu\)g per million cells) but tends to be higher than seen in other somatic cells. While the overall abundance of total RNA is high in stem cells, the distribution of transcripts suggest that most genes are transcribed at relatively low levels of less than 50 transcripts per cell as assessed by MPSS. Transcription factors, growth factors, and other cell-type-specific molecules fall into this category of rare transcripts. These low levels are offset in the total analysis by mitochondrial, ribosomal, and housekeeping genes, which tend to be more abundant. This pattern of gene expression is similar to that seen in most other mitotically active cell types. More specifically, the large majority of expressed genes are shared across cell types with only approximately 20\% of genes showing a >10-fold difference between any two cell samples. Mapping of all expressed genes does not show a chromosomal bias, as has been suggested in other stem cell populations [15].

An example from an array experiment performed in our laboratory comparing NSC and APC and OPC is shown in Table 7.2. In this study, we found that the average correlation between NSC cell populations is 0.90 (0.79–0.98) when two different lines grown under different conditions are compared [16]. The correlation is much better when identical samples are compared in two independent sequencing runs (0.99). A major pitfall that can be encountered when comparing datasets is exemplified when identical samples are compared between two methods: SAGE and MPSS or EST and
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**FIGURE 7.2** The use of a reference standard.
MPSS. In these cases, we found correlation rates were much lower (0.7). A broad analysis of this type of comparison suggests that genes showing expression patterns that are common between two methods are likely to be important. However, the lack of a high correlation when identical samples are analyzed by different methodologies should be taken as a warning that caution must be used when assuming that genes that fall out of consideration, due to lack of agreement between methodologies, are not significant to the analysis.

### 7.2.1 Species Differences

Not surprisingly, now that multiple gene expression datasets are available for mouse and human ES cells, differences have been identified in their expression profiles. While many key pathways seem to be conserved between mice, humans, and other organisms, many differences have been highlighted as well. For example, Oct3/4 homologues likely do not exist in chicken embryos [17], while LIF signaling, which is critical for ES cell self-renewal in rodents, does not appear to be critical or even required for human ES cells [18]. The low overall correlation between human and rodent ES cells (in one comparison was around 40%) relative to that seen in human-to-human cell comparisons (90% between human ES cell samples) provides additional support for this hypothesis (Wei et al., personal communication).

### 7.2.2 Lack of a Stemness Phenotype

“Stemness” can be defined as a cell’s ability to self-replicate as well as to beget cells representing some or all of the three embryonic lineages. There is considerable debate over the classification cells. Some suggest that the ability to self-renew over the entire lifetime of an organism and their role in substantial contribution to their tissue of origin should define stemness. In this case most, if not all, “stem” cells with the exception of hematopoietic stem cells should be considered progenitor cells. Neural crest stem cells (NCSCs), for example, are a transient population [19], and blastocysts from which embryonic stem (ES) cells are derived do not exhibit prolonged self-renewal throughout the life of the organism [20]. In solid tissues, contribution of stem cells may be regionally restricted such that no single stem cell contributes to a major portion of the
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**TABLE 7.2 Correlation ($R^2$ Score) among NSC, APC, and OPC Samples**

<table>
<thead>
<tr>
<th>Sample</th>
<th>$R^2$ $^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSC/NSC</td>
<td>0.897</td>
</tr>
<tr>
<td>NSC/APC</td>
<td>0.649</td>
</tr>
<tr>
<td>NSC/OPC</td>
<td>0.750</td>
</tr>
</tbody>
</table>

$^a$Average $R^2$ values of multiple NSC samples compared pairwise with each other or with two APC samples with two OPC samples.

*Source: Adapted from Shin et al. [16].*
organ [21]. We prefer a looser definition of stemness that doesn’t restrict cells to lifetime self-renewal and substantial contribution to tissue development. Stem cells classified in this way have been isolated in essentially every tissue of the body. Even with (or especially because of) this more inclusive definition, it is clear that stem cells isolated from various tissues are not similar to each other in their behavior or their gene expression profiles. Further, no common “stemness” gene or pathway has been identified to date (see review by Cai et al. [5]). Comparing datasets with expression in NSC cells does not identify a common subset of genes and suggests that NSC cells are quite different from other somatic stem cells [22–24]. Our results comparing ESC-derived NSC with fetal derived NSC [16] and more limited comparisons [25] have shown clearly that stem cells can be readily distinguished from each other and that stem cells or progenitor cells harvested and different stages of development behave differently.

### 7.2.3 Allelic Variability

In addition to species and tissue of origin differences, what is clear is that while individual stem cell share properties such as the ability to self-renew in culture and to differentiate into various phenotypes, there will nevertheless be differences between individual cell lines based on the genetic profile of the individual from which they were derived. These allelic differences are not unexpected and merely reflect the diversity of phenotypes seen in the human population. Perhaps what has not been appreciated as much is how much variability this might impose on stem cell behavior, even if care is taken to isolate from the same region at the same developmental time using methods as similar as possible.

When global pairwise comparisons are made between multiple stem cell lines using the same platform, one sees a high reproducibility when the same sample is run repeatedly (correlation coefficients in the range of 0.98–0.99). However, when two samples isolated by the same group at around the same time are run, the differences are much larger (correlation coefficient 0.92–0.94), indicating that a significant number of genes are differentially expressed between two stem cell lines. This sort of difference is consistently seen in all stem cell populations and is generally less than the difference between a cell line and its differentiated progeny and is also less than the difference between a cell line from one species as compared to another [26]. Nevertheless, at the individual gene level such changes can be quite dramatic as is shown in Figure 7.3 [26]. Such allelic variability likely underlies the differences in propagation, self-renewal, and the ability to differentiate into specific phenotypes that have been reported.

### 7.2.4 Stem Cells Age and Like All Cells, Change When Propagated in Culture

Examination of human cells in culture has shed some light on the cellular basis of aging. When grown in culture, normal human cells will undergo a limited number of divisions before entering a state of replicative senescence in which they remain viable but are unable to divide further [27]. This change has been variously attributed to
variations in mitochondria, protein changes, loss of genomic integrity, oxidative damage, and progressive loss of DNA repair ability or erosion of telomere ends. Results from our laboratory have shown that ESCs appear to be immortal and can be propagated in continuous culture for a period of at least 2 years. Examination of the expression of immortality-associated genes has suggested that expression of key regulators is important [27]. These include the expression of telomere-associated proteins, expression of some immortality associated genes, high levels of DNA repair enzymes, and the absence of p53 and rb, thus altering cell cycle regulation. Comparing the phenotype of such genes between NSC and ESC shows significant differences. NSC express both p53 and rb and respond to injury by apoptosis, and their patterns of expression of telomere-related genes and immortality-associated genes differ [27]. This appears true for other adult stem cell populations as well [28], suggesting that NSC will not be easily propagated indefinitely in culture. Indeed, more recent results have called this into question. Whittemore and colleagues showed that long-term propagation in culture altered their differentiation ability, while Bailey and colleagues have shown that NSC undergo karyotypic changes as the animal ages providing further

FIGURE 7.3 Gene expression comparisons multiple cell lines. (Adapted from Miura et al. [80].) Scatterplots of gene expression array analysis are shown with the correlation coefficient ($R^2$) values displayed in the upper left corner of each plot. (a) hESC versus hESC, two different cell lines; (b) human versus mouse ESCs; (c) mouse ESC versus embryoid bodies differentiated therefrom; (d) human ESC versus embryoid bodies differentiated therefrom.
confirmation of the hypothesis [29,30]. Our more recent results examining the karyotypic stability of NSC in culture have indicated that NSC are less stable in culture than ESC and can acquire karyotypic changes in as few as 10 passages. Overall large-scale analysis suggests that there are fundamental differences in cell cycle and immortality-associated genes, and these differences suggest that NSC age in culture and will senesce as will other adult stem cell populations.

### 7.2.5 Cancer Stem Cells Can Be Identified and Appear to Be Related to Tissue-Specific Stem Cell Populations

An exciting finding has been the discovery that many cancers may be propagated by a small number of stem cells present in the tumor mass. This was first described in breast cancers and subsequently in a variety of solid tumors. In the nervous system as well, several reports have suggested that cancer stem cells can be identified and that these cells bear a remarkable similarity to neural stem cells present in early development [31,32]. Likewise, cells resembling glial progenitors have been isolated from some glial tumors [33–35]. We and others have suggested that tumors can perhaps be classified with some thought to the cell of origin on the basis of findings of the kind of lineage relationships that exist between stem and progenitor cells (Figure 7.4) [15].

The advantage of having a detailed database of gene expression from multiple normal cell lines to compare with their transformed counterparts is obvious. One could identify core conserved pathways and key differences and use transforming regimes with normal stem cell populations to develop tools to probe dysregulated pathways. These experiments are not technically difficult and depend on developing an adequate database for mining. Efforts along this path have already been initiated, and several groups have begun to report on the properties of undifferentiated NSC and also to isolate cancer stem cells from appropriate tumors. We anticipate that important insights will be gained by such an analysis.

![Stem cell lineage relationships. Stem cell lineages as they relate to known tumor types. (Adapted from Shin et al. [15].)](image-url)
7.2.6 miRNA Profiling Can Be Used to Type Cells

MicroRNA are short, 20–24-nucleotide noncoding RNAs that have been identified from various sources, including mammalian cells. The sequence of most miRNA are highly conserved across species, with nearly 90% of the currently sequenced human miRNAs identical to mouse and rat and at least 30% homologous to miRNA from Caenorhabditis elegans [36]. miRNAs are thought to negatively regulate gene expression through either direct mRNA cleavage [37–41], mRNA decay by miRNA deadenylation [42,43], or translational repression [44]. To complicate specific mapping of miRNA-binding sites in the transcriptome, it has been determined that in animal cells, at least, translational repression also occurs by annealing of miRNA to mRNA at sites that are imperfectly complementary. Owing to this complexity and lack of a clear understanding of the exact mechanism of miRNA function, identification of target genes regulated by miRNA has been difficult [45]. Nevertheless, the importance of miRNA in several biological processes such as cell growth and apoptosis [46], viral infection [47,48], and human cancer [49–52] is well documented. Several studies have indicated that miRNA might regulate gene expression in more than 30% of the protein-coding genes in humans [53]. The role of miRNA-mediated regulation of stem cell division [54], adipocyte [55], cardiac [56], neural [45,57], and hematopoietic lineage differentiation [58,59] is well known. More recently, a unique set of miRNA has been shown to be associated with mouse ESC and embryoid body (EB) formation [60–63]. Using Northern blot analysis and cloning, researchers have identified several miRNAs in human embryonic stem cells, some of which were identical to those previously reported in mouse ES cells [64]. Most of the miRNA identified in this study that were conserved between human and mouse were specific to embryonic stem cells, thereby further suggesting their importance as key regulators.

Analytical tools for gene expression analysis have been available for some time and are widely used in the field. These include computation analysis using sophisticated algorithms to recognize potential microRNA-coding sequences and potential binding sites. Other strategies have including making microRNA chips [65–68]. Lynx Therapeutics has developed sequencing protocols analogous to MPSS to obtain quantitative data on microRNAs made by a particular cell.

Tools for systematic analysis of epigenetic changes in cells have become available, opening the door for broad-scale analysis of another level of transcriptional and translational regulation. We have used one of these toolsets to analyze microRNA (miRNA) profiles of various hESC cell lines and differentiated cells derived from them [66–67]. We found some variation in miRNA profile between ESC lines but also identified which ones can be correlated with the pluripotent state. Furthermore, as ESCs differentiate to embryoid bodies (EBs), the miRNA profiles change significantly, revealing several differentiation-specific marker candidates.

7.2.7 Epigenetic Profiles May Distinguish Stem Cells from Each Other

The importance of heritable epigenetic remodeling has been highlighted in regulating stem cell proliferation, cell fate determination, and carcinogenesis [69–73]. It has been
difficult, however, to study these events on a global scale. The ability to grow a large number of cells and to differentiate them along specific pathways, coupled with the ability to perform such studies in a high-throughput fashion, suggests that this will change in the near future. Global methylation studies can be performed using methylation-specific microarrays [74]. Illumina has described a bead array strategy to study methylation patterns at 1500 loci encompassing regulatory elements in almost 400 genes. These include most genes known to be regulated during early embryonic development and those altered in tumorigenesis. These arrays have been used to examine methylation profiles in cancer stem cells and embryonic stem cells, and experiments assessing NSC are underway.

7.3 COMPILING COMBINED INFORMATION ON CELLS PROVIDES ADDITIONAL INSIGHTS

We are at a point where the gathering of information about stem cells has outpaced our ability to clearly understand the subtleties of how it all fits together. We are generating volumes of gene expression, epigenetic, and proteomic data about cell populations that we are classifying in a sometimes ad hoc manner. This plethora of information presents us with a great opportunity and also a great challenge. We must be able to link the information that results from various levels of regulation in the cell to tell a meaningful story that describes the cell’s ability to regulate pluripotency, self-renewal, and differentiation.

First, we can assess the number of genes expressed by their mRNA levels in the cell and correlate the differentially regulated transcripts to specific signaling pathways. Next we can look at how translation of these messages is regulated by small RNAs and potentially other players in the translational machinery. In the end, it will be the final expression levels of active protein and where and with whom they appear in the cell that will tell the tale. Advanced proteomic tools such as SILAC and other mass spectrometry platforms will soon become a critical tool in assaying the cell proteome, giving us yet another level of information for which we must attempt to make sense of the results of the genomic and epigenetic regulation discussed here. These tools are under development and, in many ways, await advances in other ancillary fields before they can be broadly applicable for broad analysis of cellular proteomes.

We can use the data gleaned from the studies described above in several ways. First, without a priori knowledge of the function of molecules that appear to be differentially expressed or chromosomal sites that appear to be differentially modified, we can create short lists of measurable molecules with which to classify stem cells by their particular profiles. This type of approach will be very useful in defining relatedness of specific cell lines to each other and to tissues found in the body. Then, as we get better at linking our datasets in meaningful ways, the molecules that we identify can be linked to specific pathways and confirmed biochemically. In the end, development of advanced bioinformatic and data-mining algorithms will be key to narrowing the field of putative regulatory molecules that are involved in a particular event to allow us
to finally perform the biochemical studies necessary for confirmation of the molecular mechanisms involved in various processes.

As we approach these types of studies, the need for novel methods to manipulate stem cells presents itself. Currently there are many challenges in efficiently introducing molecular tools into stem and progenitor cells. For instance, once a particular signaling pathway has been identified for analysis, it is important to do the perturbation experiments to prove the role of the putative regulator in question. Gene transfer to human ESCs, for example, is plagued by poor efficiency and the difficulty in generating clonal populations of stably transfected cells. The use of viral transduction has mitigated this somewhat, allowing efficient and stable delivery of molecular tools such as gene overexpression cassettes, RNAi gene knockdown elements, and lineage reporters. This approach is useful but not ideal as there is little control of the overall copy number of the elements in the engineered cells or where in the genome these elements are inserted. Engineering adult stem and progenitor cells presents another level of difficulty as these populations are limited in their proliferative ability and thus leave a relatively narrow window in which the molecular biologist can work to create engineered cell populations. More recent work in artificial cell immortalization represents a partial solution to this problem, but it is becoming evident that exogenously immortalized adult stem cells acquire variable behaviors in culture that have yet to be defined. Solving these issues will allow controllable and potentially higher-throughput study of multiple putative regulators in various cell types.

Realization of efficient stem cell engineering platforms should allow not only more concise study of regulatory pathways but also, ideally, the ability to use that information to create systems that can be used for drug discovery testing and eventually efficient, directed differentiation of stem cells to primary tissues.
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Introduction

Stem cells hold great promise for the treatment of many devastating diseases and will also provide new insights into the molecular mechanisms that control developmental and regenerative processes. While stem cells can be expanded and differentiated into different cell types in vitro, realization of the therapeutic potential of stem cells will require a better understanding of the signaling pathways that control stem cell fate as well as an improved ability to manipulate stem cell proliferation, differentiation, and reprogramming. In order to gain molecular insights into stem cell biology various chemical and functional genomic approaches have been used to identify and characterize small molecules and genes that can regulate stem cell fate. Such chemical and functional genomic tools will not only provide new insights into stem cell biology but will also facilitate the development of therapeutic agents for regenerative medicine.

Given appropriate conditions, stem cells can self-renew for long periods of time while maintaining the ability to differentiate into various functional cell types in the body [1]. It is these characteristics that not only make stem cells a useful system in

Chemical and Functional Genomic Approaches to Stem Cell Biology and Regenerative Medicine
Edited by Sheng Ding
Copyright © 2008 John Wiley & Sons, Inc.
which to study tissue and organ development but also give them great potential for regenerative medicine. Given the success of well practiced cell-based therapies (e.g., hematopoietic stem cell transplantation for treating hematological diseases and pancreatic islet cell transplantation for type I diabetes), it is conceivable that this approach could be applied to many other serious medical conditions where cells are lost as a result of disease, injury, or aging. Current challenges in cell replacement therapy include the limited source of engraftable stem/progenitor cells and a poor ability to manipulate their functional expansion and differentiation. Alternatively, drug stimulation of the body’s own regenerative capabilities (i.e., proliferation, differentiation, migration, or even reprogramming of endogenous cells to replace the damaged cells/structures) may represent a more desirable therapeutic approach to fulfilling the ultimate goal of regenerative medicine. While tremendous efforts have been put into these areas, it is clear that a better understanding of stem cell biology is required before these approaches can be realized.

Chemistry and functional genomics are complementary approaches in stem cell biology; the limitations of one approach are often the strengths of the other. Our understanding of biological processes often develops from discovering or designing ways to perturb a given process and observing the effects of the perturbation. Modulation of gene function can be achieved by overexpression of a cDNA, gene knockdown by RNA interference (RNAi), or chemical regulators. Small molecules offer a number of advantages that include the ability for temporal, tunable, and modular control of specific protein function, while their applications are constrained by their specificity, target characterization (for the ones from phenotypic screens), and inability to saturate biologically active chemical space. In this chapter, more recent developments in the use of small molecules (Figure 8.1) and functional genomic tools will be reviewed in the context of stem cell self-renewal, differentiation, and reprogramming.

8.1 BIOLOGICAL BACKGROUND OF STEM CELLS

Stem cells are classified, on the basis of their origin and differentiation capacity, as either embryonic or adult stem cells [1]. Embryonic stem cells (ESCs) are derived from the inner cell mass of the blastocyst. ESCs can self-renew indefinitely and are pluripotent (possess the ability to differentiate into all cell types in the embryo proper). Adult stem cells, which reside in specific tissues and function as the “reservoir” for cell/tissue renewal during normal homeostasis or tissue regeneration, possess less tumorigenic risks and fewer ethical concerns but have restricted differentiation potential and limited self-renewal capacity.

Stem cell fate is under strict control from both intrinsic and extrinsic factors, and loss of this control has been postulated to be a key step in degenerative and carcinogenic processes [2]. A growing body of evidence suggests that cancer initiation results from an accumulation of oncogenic molecular alterations (intrinsic loss of control) in long-lived stem cells or their progenitors as well as modifications of the surrounding microenvironment (loss of extrinsic control) [3]. Cancer stem cells have been detected
in leukemia, breast, brain, and prostate tumors [4–7]. Therefore, the characterization of a cancer stem cell profile within diverse cancer types, and a better understanding of the biology of its counterpart—the normal stem cell—may open up new avenues for cancer treatment.

Stem cell expansion and differentiation \textit{ex vivo} are commonly controlled by culturing cells in a specific configuration (e.g., an attached monolayer or as suspended

\textbf{FIGURE 8.1} Chemical compounds regulating stem/progenitor cell fate.
aggregates) with cocktails of growth factors and signaling molecules, as well as
genetic manipulations. However, most of these conditions either are incompletely
defined, or are nonspecific and inefficient at regulating the desired cellular process.
Such conditions often result in inconsistency in cell culture and mixed populations of
cells that would not be useful in studying specific cellular processes or in cell-based
therapies. More efficient and selective conditions for homogeneous stem cell self-
renewal and differentiation into specific cell types need to be developed before the
various applications of stem cells can be realized. Toward this end, chemical
approaches serve as excellent tools to investigate the underlying mechanism and
control the specific stem cell fate.

8.2 CHEMICAL APPROACHES TO STEM CELL RESEARCH

Typically, two approaches for using chemical compounds in stem cell biology. A
target-based approach involves development of chemical compounds for a specific
biological target, followed by the application of these compounds in either cells or
organisms for the purpose of linking the produced pharmacological effect to the
target’s modulation. In a phenotype-based approach, chemical libraries are screened
in high-throughput functional assays (in cells or whole organisms) to identify
compounds that produce a desired phenotype, followed by elucidation of the molecu-
lar targets or pathways that they engage.

The success of both target-based and phenotype-based methods relies heavily
on the qualities of the chemical libraries used. Although combinatorial technologies
allow the synthesis of a large number of molecules with immense structural
diversity, it is impossible to saturate chemical space. Since biological space interacts
with only a fraction of chemical space, synthetic attempts to randomly increase
the molecular diversity of a chemical library by introducing a high level of
structural variability/complexity drastically reduce the library’s fitness to a
given biological selection/screen, resulting in most molecules being inactive.
Furthermore, screening of even larger chemical collections to increase the chance
of finding hits would compromise assay functionality, sensitivity, and fidelity for
practical reasons. As the diversity and fitness of a library are conflicting goals, the
careful design of a chemical library becomes a critical aspect of combinatorial
synthesis.

The notion of “privileged structures” describes selected structural motifs that can
provide potent and selective ligands for biological targets. Privileged structures
typically exhibit a greater tendency of interacting with biological targets and good
“drug-like” properties. One of the most straightforward and productive ways to
generate “privileged” chemical libraries is to use key biological recognition motifs
as the diversity elements for combinatorial synthesis [8]. In this approach, a variety of
naturally occurring and synthetic heterocycles that are known to interact with proteins
involved in cell signaling (e.g., kinases, cell surface and nuclear receptors, enzymes)
are used as the core molecular scaffolds. Then a variety of substitutents can be
introduced into each of these scaffolds to create a diverse chemical library. Using this
method, a large diverse heterocycle library consisting of over 100,000 discrete small molecules (representing over 30 distinct structural classes) was generated with an average purity of >90%, which has proven to be a rich source of biologically active small molecules targeting various proteins involved in a variety of signaling pathways [8].

The screening method is another important factor for the phenotypic approach. The development of permissive assay conditions with positive and negative controls, if available, should not be taken inconsequentially. While the use of simple reporter systems or enzymatic activity assays would allow higher throughput in cell-based assays, monitoring of more complex phenotypic changes (e.g., cell morphology, multiple biomarker expression and localization, and cell physiology) by high content imaging methods substantially reduces false analysis from primary screens and provides broader assay versatility [64]. As to engineering cell assays (e.g., reporter lines), additional experimental advances with respect to more efficient and precise marking of cells, especially with respect to hES cells, are needed. This would greatly facilitate the use of small molecules as tools to answer fundamental biological questions about development. As opposed to gene perturbation, which is often difficult in ES cells, especially hES cells [65], small molecules offer the additional advantage of being able to elicit a particular phenotype without the need for complicated cell manipulations. Furthermore, informatics on the assays/compounds/genes matrix has greatly facilitated bioactive compound identification and deconvolution of their mechanisms.

8.3 SMALL-MOLECULE REGULATORS OF STEM CELL FATE

8.3.1 Self-Renewal

Self-renewal is the process by which a stem cell divides to generate one (asymmetric division) or two (symmetric division) daughter stem cells with developmental potentials identical to those of the mother cell [9]. The self-renewal ability of stem cells is central to the development and the maintenance of adult tissues.

Self-renewal of stem cells has come to be regarded as a combined phenotypic outcome of cellular proliferation as well as inhibition of differentiation and cell death. Consistent with this notion, while murine embryonic stem (mES) cells are conventionally maintained on inactivated fibroblast feeder cells and with serum, studies have found that the self-renewal of mES cells can be achieved in the absence of feeder cells and serum in a chemically defined media condition by the combined activity of two key signaling molecules: LIF/interleukin-6 (IL6) family members and bone morphogenetic protein (BMP) [10]. LIF activates Stat3 (signal transduction and activation of transcription) signaling through a membrane-bound gp130-LIFR (LIF receptor) complex to promote proliferation and inhibit mesoderm and endoderm differentiations of mES cells via a Myc-dependent mechanism. Activation of gp130 also stimulates extracellular-signal-related kinase (ERK) 1/2 activity. ERK activation is not required for maintenance of pluripotency in mES cells. In fact, ERK activation has been shown to impede self-renewal, and the
application of PD098059, the MEK inhibitor [11], promotes self-renewal of mES cells [12,13]. BMP induces expression of Id (inhibitor of differentiation) genes via Smad signaling and also inhibits ERK and p38 MAPK pathways, and consequently inhibit differentiation of mES cells to neuroectoderm and trophectoderm [10,14]. 6-Bromoindirubin-3′-oxime (BIO) [15,16] is another small molecule that promotes self-renewal in both mES and hES cells. BIO, a more recently identified GSK3 (glycogen synthase kinase-3) inhibitor, was used to demonstrate the activation of Wnt/β-catenin pathway also promotes self-renewal [17]. Further studies [18] suggest that BIO may also play a role in stabilizing Myc signaling by suppressing GSK3β-mediated Myc-T58-phosphorylation. It’s worth noting that Myc is also regulated at the transcriptional level by Stat3 [18]. Combinations of MEK inhibitor with LIF, GSK3 inhibitor with LIF, or simply three inhibitors for MEK/GSK3/FGFR have been used to sustain self-renewal and to derive various mES cell lines in chemically defined media conditions. On the basis of mechanistic insights to self-renewal, target based kinase inhibitors (ALK-4/5/7 inhibitor, SB431542 [19]), have been applied to study the role of TGF-β/Activin/Nodal signaling in stem cell self-renewal [20,21].

To gain a better understanding of ESC self-renewal, a cell-based phenotypic screen for small molecules that can promote mESC self-renewal was carried out using an established Oct4-GFP reporter mESC line, examining pluripotency marker expression (Oct4) as well as cell morphology (undifferentiated ESCs have compact colony morphology) [22]. A novel synthetic small molecule named pluripotin was discovered in this screen that is sufficient to propagate mESCs in the undifferentiated, pluripotent state under chemically defined conditions in the absence of feeder cells, serum, LIF, and BMP [23]. Long-term cultures of mESCs with pluripotin can be differentiated into cells in the three primary germ layers in vitro, and can also generate chimeric mice and contribute to the germline in vivo. Affinity chromatography using pluripotin-immobilized matrix identified Erk1 and RasGAP as the molecular targets of pluripotin. Additional biochemical and genetic experiments confirm that pluripotin is a dual-function small-molecule inhibitor of both Erk1 and RasGAP, two endogenously expressed proteins with differentiation-inducing activity, and that simultaneous inhibition of both protein activities is necessary and sufficient for pluripotin’s effects on mES cells. Because pluripotin’s mechanism of action is independent of LIF, BMP, and Wnt signaling, this study suggests that ES cells, and probably other types of stem cells, may possess the intrinsic ability to self-renew; that is, stem cells may autonomously express virtually all gene products that are essential for self-renewal and not require the stimulation of additional gene expression. The endogenous expression of some differentiation-inducing genes at a certain level in the undifferentiated stem cells could cause “spontaneous” differentiation under culture conditions that could not inhibit their negative effects. Therefore, the key to achieve a basic/fundamental self-renewal state of stem cells may be to inhibit the negative effects of endogenously expressed, stemness-inhibitory proteins (e.g., differentiation or cell death–inducing proteins). Not only did the discovery of pluripotin provide a useful chemical tool for ESC expansion and novel insights to the mechanism of ESC self-renewal; it also exemplified the power of small-molecule screens in that it is possible to modulate more
than one target by a single small molecule to achieve a desired complex biological phenotype.

Consistent with the self-renewal model, more recent studies on Notch signaling exemplified the contribution of cell survival signaling to stem cell self-renewal. Androutsellis-Theotokis et al. found that activation of Notch promotes fetal neural stem cell (NSC) survival, most likely through activation of AKT, Stat3, and mTor; this survival signal is antagonized by JAK and p38 MAPK, and applying JAK and p38 inhibitors significantly improves survival of NSCs [24]. Interestingly, this mechanism also functions in human ESCs. Moreover, p38 inhibitors have also been shown by another independent study to promote hematopoietic stem cell (HSC) lifespan, further confirming the role of p38 in stem cell self-renewal [25]. While details of the molecular mechanism still need to be elucidated, these inhibitors clearly have had a beneficial effect on stem cell culture.

Most stem cells can divide via either asymmetric or symmetric modes [26]. Since each asymmetric division generates one daughter cell with a stem cell fate (self-renewal) and one daughter cell that differentiates, it was postulated that asymmetric division could be a barrier to stem cell expansion. Therefore, conversion of asymmetric division to symmetric division would promote self-renewal and long-term culture of stem cells. Indeed, this idea was confirmed by utilizing one small molecule, the purine nucleoside xanthosine (Xs) [27]. This small molecule promotes guanine ribonucleotide biosynthesis that reversibly converts cells from asymmetric division kinetics to symmetric division kinetics. It was found that Xs derived stem cell lines exhibit Xs-dependent symmetric kinetics, and this derived stable line shows enhanced self-renewal. This study underscores the importance of balance between the two modes of division, both to stem cell expansion and to the regenerative capacity of adult stem cells.

8.3.2 Lineage-Specific Differentiation

Differentiation is the developmental process by which early, less-specified cells acquire the features of late-stage, more specified cells such as neurons, hepatocytes, or heart muscle cells. Currently, few examples of devised, highly selective and efficient conditions for stem cell differentiation into specific homogeneous cell types have been reported, owing to the lack of understanding of stem cell signaling at the molecular level. Small-molecule phenotypic screens provide another means to generate desired cell types in a controlled manner. A number of small molecules that modulate specific differentiation pathways of embryonic or adult stem cells have been identified by this method.

Neural and Neuronal Differentiation

Retinoic acid (RA), forskolin, and HDAC inhibitors have been shown and used to induce neuronal differentiation of hippocampal adult neural progenitor cells [28–30]. However, these factors are either pleiotropic, or of undefined physiological relevance.

Neuropathiazol, a substituted 4-aminothiazole, has been identified from a high-content imaging-based screen of chemical libraries that specifically induces neuronal
differentiation of multipotent adult hippocampal neural progenitor cells [31]. More than 90% of the neural progenitor cells treated with neuropathiazol differentiated into neuronal cells as determined by immunostaining with βIII tubulin and the characteristic neuronal morphology. Interestingly, neuropathiazol can also inhibit astroglial differentiation induced by LIF and BMP2, while RA cannot, suggesting that neuropathiazol functions by a different mechanism and has a more specific neurogenic inducing activity. The precise molecular target(s) of neuropathiazol is (are) still unknown, although its (their) identification will surely provide mechanistic insights into neuronal differentiation. Additionally, neuropathiazol can be used as a specific inducer to generate homogeneous neuronal cells, and may also serve as a starting point for development of small molecule drugs to stimulate in vivo neurogenesis.

In an elegantly devised approach, functional motor neurons were generated from mESCs by sequential treatments with RA (neuralizing and caudalizing mESCs) and a specific small-molecule agonist (Hh-Ag1.3) of Hedgehog (Hh) signaling (ventralizing the caudalized cells) [32]. This experiment underscores the importance of following developmental progression through sequential induction and combinatorial factors for generating a late-stage cell type from early stem cells.

**Differentiation of Mesenchymal Stem/Progenitor Cells**

Mesenchymal stem cells (MSCs) are capable of differentiating into all of the mesenchymal cell lineages, such as bone, cartilage, adipose tissue, and muscle, and play important roles in tissue repair and regeneration [33]. A number of small molecules have been used to control the differentiation of mesenchymal stem/progenitor cells to a variety of cell types. For example, 5-aza-C (a DNA demethylation agent) can induce C3H10T1/2 cells (a mouse mesenchymal progenitor cell line) to differentiate into myoblasts, osteoblasts, adipocytes, and chondrocytes by enhancing cell differentiation competence via epigenetic modifications [34,35]. Dexamethasone (a glucocorticoid receptor agonist) is a different epigenetic modifier, and its combination with other small molecules, such as ascorbic acid, β-glycerophosphate, isobutylmethylxanthine (IBMX, a nonspecific phosphodiesterase inhibitor), or peroxisome proliferator-activated receptor γ (PPARγ) agonists (such as rosiglitazone) has been widely used to modulate osteogenesis or adipogenesis of MSCs under specific conditions [34,36]. To identify small molecules that selectively induce osteogenesis of MSCs, a high-throughput screen of chemical libraries in C3H10T1/2 cells using an enzymatic assay of alkaline phosphotase (a specific osteoblast marker) led to the identification of a novel synthetic small molecule, purmorphamine [37]. Genomewide expression profiling in conjunction with systematic pathway analysis was used to reveal that the Hh signaling pathway is the primary biological network affected by purmorphamine [38]. Chemical epistasis studies using known Hh pathway antagonists (cyclopamine and forskolin) have confirmed that purmorphamine’s mechanism of action on osteogenesis is through specific activation of Hh pathway, and it acts at the level of Smoothened (Smo). More recently, it was shown that purmorphamine directly targets the protein Smoothened (Smo), through competitive displacement assays using fluorescence-tagged cyclopamine [39].
8.3.3 Regeneration

Terminally differentiated, postmitotic mammalian cells are thought to have little or no regenerative capacity, as they are already committed to their final specialized form and function, and have permanently exited the cell cycle. However, it is conceivable that appropriate stimulation of mature cells to reenter the cell cycle and proliferate may provide new therapeutic approaches for treating various degenerative diseases and injuries. The mammalian cardiomyocyte is one such mature cell type that has attracted substantial research efforts toward its regeneration. Using a target-based approach, a p38 MAPK inhibitor, SB203580, and a GSK3 inhibitor, BIO, have been shown independently to promote proliferation in both neonatal and adult cardiomyocytes indicated by BrdU incorporation and histone-3 phosphorylation [40,41]. The proliferation in adult cardiomyocytes was also observed to be associated with transient dedifferentiation of the contractile apparatus. It is interesting to note that activation of canonical Wnt signaling by BIO also promotes proliferation of cardiac progenitor cells. The pancreatic β cell is another highly sought-after cell type for regeneration; the transplantation of which, in conjunction with simultaneous prevention of their immune destruction, may represent a “cure” for type I diabetes. More recent phenotypic screens of large chemical libraries have identified several classes of small molecules that can promote proliferation of human β cells, among which p38 inhibition was identified as the mechanism of action for one class of molecules. A major challenge lying ahead for proliferation of mature cell types is that the process is typically associated with loss of the cell phenotype [e.g., proliferated β cells can undergo epithelial-to-mesenchymal transition (EMT) to acquire fibroblast-like features, and they typically do not redifferentiate back to the mature β cells]. Strategies for inducing functional redifferentiation of the proliferated cells or inhibiting loss of cell identity while proliferating are highly desirable and under intense investigation. It should be noted that a synthetic purine analog, myoseverin, was previously identified from a phenotypic screen, which can induce cleavage of multinucleated myotubes to generate myoblast-like cells, which can proliferate and redifferentiate into myotubes [42,43].

In the mammalian CNS, failure of axonal regeneration is attributed not only to the intrinsic regenerative incompetence of mature neurons but also to the inhibitory actions of CNS myelin and molecules in the glial scar at the lesion sites. In a cell-based screen to identify small molecules that can counteract the inhibitory activity of CNS myelin, several EGFR inhibitors (including PD168393 and AG1478) were found to promote neurite outgrowth of cerebellar granule neurons on an immobilized myelin substrate [44]. More importantly, PD168393 and Erlotinib, an EGFR inhibitor approved by the FDA for the treatment of cancer, were found to be effective in vivo in promoting axonal regeneration, providing promise for treatment of brain and spinal cord injury in humans.

8.3.4 Cellular Reprogramming

It was long thought that tissue/organ-specific stem/progenitor cells could give rise only to cells of the same tissue type, but not those of different tissue. In other words,
they have irreversibly lost the capacity to generate cell types of other lineages in the body. However, a number of recent reports have demonstrated that tissue-specific stem cells may overcome their intrinsic lineage restriction on exposure to a specific set of in vitro culture conditions [45,46]. An extreme example is the reprogramming of a somatic cell to a totipotent state by nuclear transfer cloning, where the nucleus of a somatic cell is transferred into an enucleated oocyte, or the extracts of the oocyte are fused with a somatic cell [47,48]. Although in mammals neither transdifferentiation nor de-differentiation has yet been identified as a naturally occurring process (except in certain disease states), the discovery of cell plasticity raises the possibility of reprogramming a restricted cell’s fate. The ability to de-differentiate or reprogram lineage-committed cells to multipotent or even pluripotent cells might overcome many of the obstacles associated with using ESCs and adult stem cells in clinical applications (immunocompatibility, cell isolation and expansion, bioethics, etc.).

To identify small molecules that induce reprogramming of lineage-committed myoblasts, a cell-based screen was designed considering the notion that lineage-reversed myoblasts would regain multipotency [49]. Specifically, dedifferentiated myoblasts would acquire the ability to differentiate into (otherwise non-permitted) mesenchymal cell types under conditions that typically induce differentiation of only multipotent MSCs into adipocytes, osteoblasts, or chondrocytes. A two-stage screening protocol was used in which C2C12 myoblasts were initially treated with compounds to induce dedifferentiation; compounds were then removed and cells were assayed for their ability to undergo osteogenesis on addition of known osteogenic inducing agents [49]. Reversine, a 2,6-disubstituted purine, was found to have the desired dedifferentiation-inducing activity. It inhibits myotube formation, and reversine treated myoblasts can redifferentiate into osteoblasts and adipocytes on exposure to the appropriate differentiation conditions. In addition, the reprogramming effect of reversine on C2C12 cells (as well as some other cell types) can be shown at the clonal level, suggesting that its effect is inductive rather than selective. Furthermore, reversine has also been shown to induce reprogramming of primary mouse and human fibroblasts to a multipotent state, which can be redifferentiated to functional myoblasts and myotubes under myogenic conditions, suggesting that reversine’s reprogramming mechanism might be general to different cell types [50]. The cellular targets of reversine were identified through affinity chromatography as mitogen-activated extracellular signal regulated kinase (MEK1) and nonmuscle myosin II heavy chain (NMMII) [37]. Mechanistic studies suggested that inhibition of both target proteins’ activities is required, which entails cell cycle G2/M phase staging, cytoskeletal reorganization, and cell signaling modulation to reverse epigenetic modifications. The discovery of reversine also exemplifies that a reprogramming molecule can be identified by a rationally designed phenotypic screen, and that such concepts are readily applicable to other models.

8.3.5 Modulators of Developmental Pathways and Epigenetic Modifiers

Developmental signaling pathways, such as Wnt, Hh, TGF/BMP, and Notch, control embryonic patterning and cell behavior during development and play
important roles in regulating tissue homeostasis and regeneration in adulthood. The known chemical modulators of these developmental pathways have been widely used, including GSK3β inhibitors as agonists of canonical Wnt pathway, fumagillin as an antagonist of noncanonical Wnt pathway, purmorphamine as an agonist and cyclopamine as an antagonist of the Hh pathway, DAPT as an antagonist of Notch pathway, and SB431542 as an inhibitor of TGFβ/activin signaling [17,38,51–53].

While activation of Wnt, Hh, and Notch pathways has been involved in various regenerative processes, their aberrant activities are also associated with cancer induction. Strategies to control the activity of these pathways for regeneration while avoiding carcinogenicity would be highly attractive. One possible approach would be to enhance the desired pathway activity by a synergistic agonist, which would be effective only where it is needed (i.e., the pathway activity is inadequate), rather than using a general pathway activator that ectopically activates the signaling. To identify novel compounds and pathways that interact with the canonical Wnt/β-catenin signaling pathway, a reporter-based screen was carried out for molecules that synergistically activate signaling in the presence of Wnt3a. A 2,6,9-trisubstituted purine compound, QS11, was identified to synergize with canonical Wnt ligand both in vitro and in vivo [54]. Affinity chromatography identified ARF-GAP as a target of QS11. Additional functional studies have confirmed that QS11 inhibits ARF-GAP function, and as a consequence modulates ARF activity and β-catenin localization. Since ARFs play important roles in endocytosis, this study established another link between the endocytosis pathway and Wnt signaling, and provides a useful chemical tool to modulate Wnt pathway and explore novel functions of ARF-GAPs in cell culture and whole organisms.

Epigenetic modifications are central processes in stem cell differentiation and reprogramming that can control specific and heritable gene expression pattern in cells without altering the DNA sequence. Therefore, molecules directly regulating epigenetic machineries and changing the epigenetic status of cells should affect cell fate. Major epigenetic modifications include DNA methylation and histone modifications (acetylation, phosphorylation, methylation, and ubiquitination). 5-Azacytidine and its analogs are widely used DNA demethylation agents, and have been shown to increase cellular plasticity or induce differentiation of certain stem/progenitor cells [55,56]. HDAC inhibitors (e.g., TSA, VPA) have also played essential roles in studying histone acetylation and have been developed for the treatment of cancers. Like all signaling/epigenetic modulators, their effects are context-dependent; they have been shown to enhance self-renewal of HSCs, induce neuronal differentiation of NSCs, or promote myogenesis of muscle cells [57–59]. In addition to these two widely used epigenetic modifiers, small-molecule inhibitors for protein arginine methyltransferases (PRMTs) [60], histone methyltransferases (HMTs, e.g., Suv39H1 and G9a) [61,62] and histone demethylases (e.g., LSD1) [63], have been identified through various approaches. With ongoing efforts of generating additional, more precise epigenetic chemical probes, these modifiers will no doubt contribute substantially to epigenetic control and stem cell regulation.
8.4 TARGET/PATHWAY IDENTIFICATION

The small-molecule hits identified in phenotypic screens need further characterizations with respect to identifying their specific molecular targets and mechanism of action. A commonly used method to identify chemical compound’s molecular targets is affinity chromatography [66]. More recent examples of using this method for target identification of various small molecules that regulate cell fate include myoseverin [43], TWS119 [67], reversing [68], pluripotin [23], and QS11 [54]. Target could also be elucidated with the use of expression libraries and protein microarrays [69]. However, these approaches have not been successfully used for target identification in stem cells.

Gene expression analysis is another technique commonly used for pathway identification. Transcriptome analysis of purmorphamine, a small-molecule inducer of osteogenesis from mesenchymal progenitor cells [37], revealed agonistic activation of the Hedgehog signaling pathway [38]. Development of(arrayed cDNA [70] and RNAi libraries [71] on a genome scale may also facilitate target identification from genomic complementation screens. Although the combination of small-molecule and genomic RNAi screens has been successful in the Drosophila system [72,73], it remains to be seen whether this can also be applied to target identification in stem cells.

8.5 FUNCTIONAL GENOMICS APPROACHES TO STEM CELL RESEARCH

The two main functional genomics approaches currently applied to stem cell research are gene trap and high-throughput genomic screens (i.e., overexpression of arrayed cDNA libraries or gene knockdown by arrayed RNAi libraries). Gene trap was initially developed for systematic knockout of gene function on a genome scale to identify the roles of mammalian genes during embryonic and postembryonic development, but more recently it has also been modified for functional screens during stem cell development. In contrast to small-molecule or random mutagenesis screens, high-throughput functional genomic screens using arrayed cDNA/RNAi libraries have several advantages: (1) the identities of the hits and primary gene targets are already known; (2) the genome, unlike chemical space, can be saturated; and (3) maintenance/replication of the screen is more convenient and efficient. Given the success of functional screens using small-scale cDNA/RNAi collections [74,75], continuing advancements in high-throughput application to systematically evaluate gene function on a genomewide scale will create an even more powerful tool for the study of stem cell biology.

8.5.1 Gene Trap

Gene trap is a form of random mutagenesis via intragenic insertions designed to perturb gene function [76]. The typical gene trap mechanism relies on a promoterless
vector consisting of an upstream 3’ splice site [splice acceptor (SA)], followed by a reporter gene and/or selectable marker and a downstream polyadenylation sequence (polyA). The insertion of the gene trap cassette into an intron of an expressed gene generates a fusion transcript, where the reporter/selectable marker gene is downstream of the endogenous gene’s exon(s). Insertion of the polyA induces premature transcription termination, resulting in a nonfunctional version of the endogenous protein fused to the reporter/selectable marker. The gene trap cassette randomly inactivates endogenous genes and provides a DNA tag at the insertion site for easy target identification by rapid amplification of cDNA ends (RACE) [77].

A collection of gene trap mutated mouse embryonic stem cell clones has been generated by To and colleagues [78] and made available to researchers worldwide through the Centre for Modeling Human Disease [79]. The gene trap mutated lines are screened using various in vitro differentiation and induction assays. This thorough analysis of gene trap mutations allows researchers to search for insertions in genes expressed under specific in vitro conditions or in target cell lineages. Since gene expression can vary under different conditions, Chen’s group employed a responder mESC line carrying a dominant selection marker, which could be activated only when an active gene is trapped [80]. This allows for high-throughput screening of trapped lines based on positive marker selection induced by the activation of trapped gene loci on discrete stimuli(s), thereby facilitating functional categorization of trapped genes. Gene trap has been shown to be applicable in both hESCs [81] and adult rodent NSCs [82]. The latter used a β-lactamase reporter enzyme in a retroviral gene trap vector. A nontoxic fluorogenic substrate is cleaved upon activation of the β-lactamase, resulting in an emission wavelength shift. The shift in the fluorescence signal permits the monitoring of gene expression in living NSCs under various treatments [82].

A caveat to this approach lies in the diploid nature of the mouse genome, which requires the generation of homozygous transgenic mice to elicit phenotypic consequences of recessive mutations created by gene trap. Guo and coworkers have developed a sophisticated system to circumvent this problem [83]. Taking advantage of the highly efficient mitotic recombination in blm-deficient ESCs, they were able to generate a genomewide library of homozygous mutant cells, allowing for direct phenotypic genetic screens in ESCs by gene trapping. ESC clones carrying traceable insertional mutations can be assayed in vitro for gene trap cassette reporter gene activity under discrete cell lineage-specification conditions, allowing for identification of developmentally regulated genes. Compared with traditional targeted gene inactivation based on homologous recombination, gene trap is a simple, unbiased, rapid, and cost-effective approach to studying a broad spectrum of gene inactivation.

### 8.5.2 High-Throughput Functional Screens

While libraries of pooled cDNA clones have been the primary source of conventional genome-scale screens, the drawback of using such complex libraries is the limitation of using assays with simple readouts (typically a selection method), followed by deconvolution of clone identities. Nanog, a pluripotency-associated master gene, was discovered through this type of method, selecting self-renewing polyclonal ESC...
population that were “supertransfected” with an episomal expression library and subsequent deconvolution of the clone identity [74,84]. Applying the hypothesis that factors playing important roles in the maintenance of ES cell pluripotency may also have a pivotal function in the induction of pluripotency from differentiated cells, Takanashi and colleagues screened 24 candidate genes with a system where Neo was knocked into the locus of Fbx15 (a pluripotency-specific gene) and induction of pluripotency was detected as resistance to G418 [85]. Initial results showed that transfection with all 24 factors could generate ES-cell-like colonies, and from there they systematically removed factors to reveal that the combination of Oct3/4, Sox2, c-Myc, and Klf4 was sufficient to induce pluripotency in fibroblast cultures, designated induced pluripotent stem (iPS) cells. In addition to exhibiting ES cell morphology and growth properties, iPS cells also expressed ES cell marker genes. Further analysis revealed the ability of iPS cells to form tissues from all three germ layers on subcutaneous transplantation into nude mice as well as the ability to contribute to mouse embryonic development following injection into blastocysts. Although gain-of-function screens like these are a powerful tool to identify genes that confer a particular cellular phenotype, they may lose important genes during the iterative rounds of selection or miss genes whose overexpression promotes differentiation or cell death. Pritsker’s group combined genetic screens with microarray detection methods to allow for high-throughput functional analyses with greater hit sensitivity [70]. In this method, microarray technology is used to monitor the abundance of all gene products from a cDNA library as they function to elicit a given phenotype. They applied this technique to identify genes potentially involved in both differentiation (JunB and c-Fos) and self-renewal (Chop-10 and Akt1) of mESCs.

8.6 LARGE-SCALE GENETIC APPROACHES

Further advancements in automation and detection technologies have facilitated large-scale high-throughput functional screens with the development of individually arrayed cDNA and RNAi libraries, whose members are spatially separated in different wells of multiwell plates, obviating the need for clone rescue and deconvolution and allowing use of more complex assays for functional screens, such as monitoring dynamic gene regulation or morphological changes. Functional screens using both cDNA and RNAi libraries have been successfully carried out in mammalian cells [86,87], but the challenge remains for primary cells and stem cells, which are more difficult to transfected and are susceptible to side effects using those methods. Viral delivery methods for functional genomic screens in stem cells have proved to be a credible alternative [88,89]. Michiels and colleagues validated such an approach by identifying BMP4 and BMP7 (two known inducers of osteoblast differentiation) as hits from an osteoblast differentiation screen of human MSCs, transduced with an adenoviral vector-based cDNA library [89]. Zhao’s group successfully carried out both osteogenesis and adipogenesis screens in human MSCs (hMSCs) using a 10,000–chemically synthesized siRNA library targeting 5000 human genes, and identified a large number of novel gene hits, which, on silencing, could
induce specific osteogenic or adipogenic differentiation [90]. Specifically, the osteogenesis screen yielded 53 candidate suppressors, and 12 of those were further confirmed for their dynamic roles in suppressing osteogenic specification in hMSCs. Furthermore, cAMP was identified to play opposing roles in osteogenesis versus adipogenesis. Further studies on the identified genes will not only help us understand the critical molecular switches between self-renewal and osteogenic/adipogenic differentiations in hMSCs but also facilitate the characterization of the genetic basis of bone diseases as well as the development of new therapies to treat them.

Although high-throughput functional screening is a highly productive and promising technique, single-gene perturbation may not be sufficient to induce a particular biological event. In this case, sensitized screen conditions could be sought out. Furthermore, careful design and validation of constructed libraries and screen assays are essential, especially in the case of RNAi, as off-target effects are currently hard to pursue.

8.7 CONCLUSION

Stem cell research provides tremendous opportunities for understanding human development, regeneration, and diseases, and offers great promise for developing cell-based or drug therapies to treat devastating diseases and injuries. Small molecules have proved useful to probe stem cell biology, to create homogenous self-renewal or differentiation conditions for stem cells that is essential for future cell-based therapy, and to facilitate drug development for controlling endogenous regeneration and treating cancers. However, many challenges remain, including designing better chemical libraries and screening strategies to systematically identify small molecules that regulate the desired cellular process; developing more efficient methods to understand the underlying mechanism; and translating in vitro discoveries into approaches for in vivo regeneration of desired tissues/organs by small-molecule therapeutics. It is clear that identification of additional small-molecules that control stem cell fate and further technological advancements in functional genomic techniques will contribute to the development of regenerative medicine and stem cell biology.
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The ability to re-create lost body parts has been a fascination of humans for centuries. The multiheaded monster Hydra in Greek mythology and the asura-king Ravana in Hindu mythology attained their invincibility through their ability to regrow a new head every time one was severed. This ability is known as regeneration, literally meaning “new birth.” In biological terms we define it as the regrowth of a destroyed or amputated organ so as to differentiate it from the “repair” that occurs in cases of minor injury to a small portion of any organ or tissue. The dream of perfect regeneration remains elusive to humans in spite of great advances in medicine and biology in the twentieth century. In fact, we still understand very little about the molecular biology of regeneration compared to early embryonic development. Historically, regeneration studies have focused on organisms that were not genetically tractable, including such examples as hydra, planaria, and amphibians. In the last few decades we have discovered that many of our favorite model organisms are capable of regeneration of various organs and structures. Even human beings are not completely lacking in regenerative capacity. Skeletal muscle, liver, and cornea in humans are capable of regenerating after loss or injury [1]. With the modern tools of genetics, molecular biology, and genomics, we are beginning to make rapid inroads into the mysteries of regeneration.
Although regeneration appears to recapitulate many events of early embryogenesis, it is unlike development in that regenerating organs or parts of organs have to integrate with existing structures in order to give a functional whole. Most of the reconstruction is carried out by cells that have retained at least some plasticity and pluripotency (stem cells) in a mainly nonplastic postdifferentiation environment. One approach to understanding the problem of regeneration is to study the stem cells that give rise to a number of different cell types in regenerating tissue. These studies have been discussed in detail in other chapters of this book. The goal of such studies is to understand and finally be able to control the different signals that push stem cells down distinct paths of differentiation.

However, regeneration is not a cell autonomous process where the stem cells “singlehandedly” grow and renew the missing organ. It is a complex process involving the crosstalk and interaction between a number of different cell types (Figure 9.1). In the example of a regenerating amphibian limb, the immediate response to amputation is the closure of the wound and the containment of damage [2]. This process involves immediate-early signaling, migration of the epithelial cells, and accumulation of inflammatory and immune response cells to the site of injury. This is followed by the activation of the regenerative cells, that is, dedifferentiation of the growth arrested mesenchymal cells in the proximity of the injury and formation of a blastema [2]. A blastema is a collection of undifferentiated or dedifferentiated cells capable of proliferation, differentiation, and reconstruction. The activated cells in a blastema reenter the cell cycle and proliferate to provide cell mass to build the regenerating tissue. Finally, to obtain a functional organ it is essential to have proper differentiation and patterning of newly forming tissue [2]. Therefore, a detailed understanding of stem cell specification, proliferation, and differentiation would tell only part of the story. Understanding the role played by the surrounding cells, including the signaling and regulation from the environmental milieu, is equally important. For this reason, using whole organisms as models for studying regeneration has particular advantages. We can much more easily address effects of cellular interactions, systemic hormones, and stress-induced growth factors on the pluripotent cells in a whole- animal model system. Also, in cases of regeneration of three-dimensional organs (e.g., limb/tail regeneration), model organisms enable assessment of the importance of positional signals on the outcome of the process.

In many cases of regeneration, the regenerative cells are believed to be the product of dedifferentiation of existing differentiated cells of the organ itself, rather than resident or circulating pluripotent stem cells [3,4]. The process of dedifferentiation per se is the subject of intense study because the molecular mechanisms by which these “terminally” differentiated cells downregulate their tissue-specific transcriptional and structural proteins and upregulate cell cycle genes is still not well understood [4,5].

Because regeneration encompasses many disparate processes and because aspects of regeneration differ among various tissues and organisms, no single scientific approach is suitable for all purposes. Choice of model organisms and experimental approach are among the important considerations in selecting a strategy for studying regeneration.
The selection of strategy to study regeneration presents a number of choices. The first choice is of the model organism, and this must factor in a number of variables, including (1) the ability of the organism to regenerate, (2) the ease of maintenance and manipulation of the organism in the laboratory, (3) the tools available for dissection of the molecular biology of the process in the organism, and (4) the relevance of the organism to the biology of regeneration of other organisms. The second choice is to determine the best approach to study the process. The two basic approaches to a molecular study are (1) the candidate gene approach and (2) large-scale functional genomic screens for new genes. From the existing knowledge of genes and their known functions.
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**FIGURE 9.1** The present emphases of stem cell research address only a subset of the numerous molecular and cellular events that characterize regeneration.
roles in development, it is possible to predict the functions of genes in regeneration. This process yields a number of candidates with putative roles in regeneration.

However, the main limitation of this process is that studies are restricted to a known group of genes and their known interactions. In order to expand our knowledge and understanding of the process of regeneration and to approach the problem in an unbiased way, screens are necessary. Screens allow us to identify completely novel genes or novel interactions between known genes in the process of regeneration. Large-scale screens also reveal patterns of gene regulation that would not be apparent in a study focused on a small number of genes.

In this chapter we will attempt to assess the advantages and limitations of selecting different model organisms and experimental approaches in the study of regeneration. We will discuss strategies for exploiting the technologies of molecular biology, genomics, genetics, and chemical biology.

9.1 THE CHOICE OF A MODEL ORGANISM

A number of model organisms with varying abilities to regenerate one or more organs have been used for regeneration studies, but none more so than the planaria, a species of free-living flatworms that possess a remarkable ability to regenerate lost body parts; they are able to re-create a whole new organism from a small body part [6]. They are easy to grow and maintain in the laboratory and can rapidly reproduce asexually. They are excellent candidates for regeneration screens, especially with the more recent progress of the planaria genome sequencing and the success of RNA interference (RNAi) demonstrated recently [7]. Reddien and colleagues performed an RNAi screen in planaria and identified 140 genes with roles in regeneration [8]. Although the planaria has been a very useful model system for regeneration screens, it is not yet known how much overlap there is between planarian and vertebrate regeneration. In order to limit the scope of this review we will focus primarily on tools and model systems for vertebrate regeneration.

A widely studied vertebrate model for regeneration is the amphibian. Various amphibians are capable of regenerating some of their organs, including limbs, neurons, spinal cord, eye, and parts of the heart [3]. Urodele amphibians (newts and salamanders) and anuran amphibians (Xenopus) have been used for limb and tail regeneration studies for decades. Both are capable of complete limb regeneration in the larval stages, but only urodeles can regenerate as adults [9]. Amphibians have been very useful for studies on regeneration because of the stereotypic progression of events that follows amputation of a limb. The existence of exhaustive studies of the anatomical and morphological changes in a regenerating limb amputee makes the amphibians excellent systems to dissect the significance of spatial and temporal changes occurring in the organ during regeneration. They have been used extensively in studying the molecular pathways involved in these changes, both by candidate gene approaches and by large-scale screens, as will be discussed below.

The ability of teleost fish to regenerate amputated fins was documented many years ago [10]. More recently, there has been growing interest in medaka and zebrafish
regeneration, and they have been found to be able to regenerate fins, optic nerve, spinal cord, scales, and heart [11]. Owing to its success as a genetic model for the study of development, the zebrafish has now become a popular model for dissecting pathways of regeneration [11]. In addition to the traditional genetic approaches, innovative small-molecule screens and antisense strategies are also being adopted, making zebrafish a powerful and flexible system when large-scale, phenotype-driven approaches are needed.

Finally, mammalian models for regeneration exist, the most common of which is the mouse. Although mammals are among the least regenerative organisms, mice have the ability to regenerate liver, skin, skeletal muscle, and to a limited extent, some neurons. Although both the quality and quantity of genetic information are very good in the mouse, regeneration screens in adult organisms remain cumbersome. However, there has been significant success in conducting differential gene expression screens in conditions of injury and regeneration. Also, with the ability to generate targeted gene disruptions, candidate gene studies can be very successful [12]. There has also been success in developing and using explant cultures of organ of Corti in ear [13] or brain slices [14] to combine the advantages of culture systems while maintaining tissue environment. Single-myofiber cultures from mouse and rat muscles have also been successfully used to yield models of fiber-associated muscle satellite cells in skeletal muscle regeneration [15].

9.2 EXPERIMENTAL APPROACHES TO ADDRESS THE PROBLEM OF REGENERATION

Since the advent of genetics and molecular biology in the last few decades, a number of molecules have been identified that play important roles in regeneration. The approaches taken to identify and study these genes can be classified into two categories.

9.2.1 Candidate Gene Approaches

Molecular studies of regeneration have relied heavily on candidate gene approaches in the past. Identifying candidate players in the process of regeneration from what is known about development has been a fruitful strategy. Embryonic development and regeneration are very similar processes in that both involve creation of a functional organ through the processes of cell proliferation, specification, differentiation, and patterning. Hence, the signaling cascades and transcriptional regulation pathways involved in embryonic development are good candidates for roles in regeneration. A number of genes with interesting and varied roles in regeneration have been identified by this approach. We shall take the case of the homeobox transcription factors known as msx genes in the zebrafish as an example.

Msx genes have been shown to be expressed in the embryonic limb. Various chick and mouse studies have shown that Msx1 plays a role in the proliferation of undifferentiated cells in the progress zone while Msx2, expressed in the regulatory
structure known as apical ectodermal ridge (AER), contributes to the function of the AER in developing limb bud [16–18]. Akimenko and colleagues postulated that since Msx genes play an important role in the patterning of the embryonic limb bud, they might play a crucial role during the regeneration of fins in zebrafish [19]. They analyzed the expression pattern of the four zebrafish homologs of the mouse Msx genes and found that, although undetectable in an adult fin, these genes are upregulated dramatically in the regenerating fin. Moreover, they found that the expression patterns of the four genes are cell-type-specific, with msxB and msxC expressed in the mesenchyme and msxA and msxD expressed in the surrounding epidermis in the regenerating fin. The expression of msxB was also dependent on the position of amputation of the fin. Although the initial hypothesis for this study was based on the similarities between development and regeneration of the limb/fin, their analysis uncovered clear differences between the expression of Msx genes in the two processes. Thus, the approach taken by the authors not only reiterated the parallels between development and regeneration but also highlighted crucial differences between them.

Continuing from this study, Nechiporuk and Keating [20] analyzed msxB expression further and found that it is expressed in the proliferating cells of the proximal blastema. By the outgrowth phase it becomes partitioned into the nonproliferating distal blastema cells. This study showed that the regeneration blastema is not a homogenous population of cells but rather exhibits proximodistal differences in cell proliferation and patterning.

Following a number of reports that pointed to a role for Msx genes in the inhibition of differentiation during regeneration [21,22], Raya and colleagues analyzed the expression of Msx genes in the zebrafish heart [23]. The authors were able to show that msxB and msxC are upregulated in regenerating zebrafish heart and that the expression of these genes was downstream of notch1b and deltaC. Thus, by extending the scope of the candidate gene approach, the authors showed that commonalities exist between different regeneration paradigms and also revealed a new key player involved in heart regeneration. The example above illustrates how the selection of candidates for regeneration studies from developmentally regulated genes can lead to increased understanding of the process of regeneration as well as yield new candidates for study.

As is evident from the case described above, taking a candidate gene approach to understanding regeneration can be very rewarding. However, the success of such approaches is limited by the present knowledge of the roles of developmental genes and their interactions. In order to identify hitherto unknown components of regeneration, cleverly designed screens are required. A number of different screens have been performed addressing different aspects of the process of regeneration.

9.2.2 Large-Scale Functional Genomic Screens

Screens for Genes that Are Differentially Expressed during Regeneration  As regeneration progresses through its several stages, changes in gene expression occur with temporal and spatial precision. One strategy for discovering mediators of regeneration has been to identify such stage and region-specific genes by comparison of the transcriptomes of two contrasting conditions.
The simplest of differential expression screens are those comparing the gene expression profiles of normal adult tissue and regenerating tissue. This strategy has been adopted in a number of different systems, including a differential display RT-PCR screen in the newt limb [24], a suppression subtraction screen, and a differential display screen in regenerating caudal fin of zebrafish [25], and a suppression-subtraction screen on regenerating rat liver [26]. Such screens have contributed valuable insights into the process of regeneration as a whole. For instance, Lien and colleagues [27] performed a microarray gene expression comparison between normal and regenerating zebrafish heart at various times after injury and found groups of genes that are regulated concurrently. At 3 days postamputation (dpa), they observed that a number of genes involved in wound response and inflammation were upregulated that are probably required for the recruitment of immune response and inflammatory cells to the site of injury. This was followed by the expression of a group of secretory growth factor genes at 3–7 dpa, some of which are involved in the initiation of DNA synthesis and cell proliferation and others in processes such as angiogenesis and vasculogenesis. Finally, at 14 dpa a number of matrix metalloproteinases were upregulated that might be involved in remodeling of the amputated tissue and dissolution of the fibrin clot as the proliferating cardiomyocytes invade the injured area in preparation for regenerative outgrowth. Thus, in addition to generating a number of new candidates for further analysis, this study has revealed patterns of gene expression that suggest a sequence of events important for the proper progression of regeneration. The authors also compared their database of transcripts with differentially expressed transcripts found in a zebrafish fin regeneration screen being conducted in their lab and identified a number of genes in common. These molecules hint at the existence of a universal pattern of gene transcription for regeneration.

While screens such as those described above provide us with insights into the patterns of gene expression following injury and during regeneration, it is important to note that wound response and regeneration are two distinct processes that might not always be linked. For example, most mammalian organs respond to wounding by inflammation, wound closure, and repair, which results in scarring rather than regeneration. Thus, such screens risk identifying genes that participate in the response to wounding without contributing to regeneration. *Xenopus laevis* is a useful model organism to address this issue of specificity. Unlike the urodele amphibians, *Xenopus* lose their capability to efficiently regenerate amputated limbs as they metamorphose. Grow and colleagues conducted a microarray comparison screen on Xenopus limbs that were amputated at either the regeneration-competent stage 53 or the regeneration-incompetent stage 59 [28]. This comparison identified a number of genes that might be responsible for the differences in the regenerative capabilities of the two stages while excluding genes that would be upregulated in response to tissue injury in both cases. The comparison was also extended to two timepoints postamputation: 1 dpa and 5 dpa. On cross-comparison, the authors found that there were far fewer changes between 1 dpa and 5 dpa in stage 59 larvae than in the stage 53 larvae, perhaps accounting for the differences in regenerative capacity at these two stages. They also found a number of immune response genes upregulated at stage 59 that were not present...
in stage 53. This lends support to the authors’ hypothesis that increased immune complexity might contribute to decreased regenerative capacity. Comparisons were also performed between gene expression data from previous screens on organisms as diverse as planaria and mouse, revealing some common signatures of the regenerative process.

A similar broad perspective screen was carried out on mdx mice with a mutation in the dystrophin gene. The mdx mouse is a model for the debilitating human disease, Duchenne muscular dystrophy (DMD), caused by the loss of dystrophin. While the human patients’ muscles suffer repeated cycles of degeneration and inefficient regeneration, finally leading to death of the patient in adolescence, mdx mice manage to recover after the initial degenerative episode and grow to adulthood, albeit with increasing disability. Tseng and colleagues [29] carried out a genechip array comparison between adult wild-type mouse muscle and the mdx muscle in the recovery phase. They also compared existing gene expression databases of human DMD patient samples with their database. Although these results have to be viewed with caution because of the species, age, load-bearing history, and other differences between the samples, they might be utilized to design further studies to understand why human beings are incapable of recovery from the effects of mutation. Dystrophin is a membrane-associated protein that forms a bridge for communication between actin cytoskeleton, the transmembrane signaling proteins, and the extracellular matrix in the muscle. The authors found that transcripts for some actin-binding proteins (e.g., β-thymosin, calponin, and actin-related protein 2/3) were upregulated in the mdx mice, while no changes were observed in the DMD muscles. Further studies will be required to determine whether these differences contribute to or are a consequence of the progressive degeneration of DMD muscles.

Beyond addressing the global differences between two different conditions or two tissues with differing regenerative capacity, focused screens can identify small groups of genes with specific functions. For example, da Silva and colleagues [30] were interested in identifying molecules responsible for imparting proximodistal identities to cells in the newt limb blastema. They took advantage of the ability of retinoic acid (RA) to respecify the limb blastema in a graded and dose-dependent fashion, and performed a cDNA subtractive screen on limb blastema treated with RA or control. The RA-responsive genes were then analyzed for differential expression between proximal and distal blastema. Finally, cell surface proteins were selected because they postulated that the primary proteins determining spatial identity would be involved in cell–cell interactions. Only one gene met these stringent criteria, a GPI-anchored cell surface member of the complement pathway, CD59. They went on to show that inhibiting the activity of CD59 with blocking antibodies causes respecification of the proximodistal identities of the blastema cells in the regenerating newt limb.

The differential gene expression screens described above have been very powerful in identifying genes with crucial roles in regeneration and have provided critical insights into families of genes up- or downregulated at different stages. However, it has to be noted that out of the hundreds of genes identified in these screens, a small percentage are analyzed in any detail. Moreover, only a few of them turn out to be
indispensable to the process of regeneration. Functional screens, where genes of interest are selected based on their “essentiality” for different stages of regeneration, have great advantages, as discussed below.

**Genetic Screens for Mutations that Prevent Regeneration** Screens that assay regeneration of injured or amputated tissue following mutagenesis can specifically address the issue of function, rather than merely expression, in regenerating tissue. Such screens can also identify non-cell-autonomous functions of genes in regeneration. Moreover, obtaining mutant alleles of genes important for regeneration provides us with powerful tools for the molecular dissection of these processes.

In contrast to expression screens, which can be performed on any model organism for which genomic and transcriptome information is available, genetic screens are limited to organisms where mutagenesis and large-scale mutant maintenance in the lab is possible. Among the vertebrate model organisms discussed in this review, the only strong candidates for genetic screens presently are zebrafish and mice. Although theoretically possible, large-scale screens in mice remain unwieldy and expensive, especially for a phenotypelike regeneration assayed in an adult organism. We shall focus our discussion on one of the more recent regeneration screens conducted in zebrafish.

Poss and colleagues [31] performed an ENU (N-ethyl-N-nitrosourea) mutagenesis screen in zebrafish and parthenogenetically generated diploid fish in order to look for recessive mutant phenotypes. Viable adult mutants were then subjected to caudal fin amputation, and the ones with reduced regeneration efficiency were identified. The screen was designed to identify temperature-sensitive alleles in order to also capture genes with early embryonic phenotypes. Cloning and further studies with these mutants have led to the identification of four genes with mutations that result in reduced or defective regeneration. The genes identified are involved in the proliferative phase of the proximal blastema [22,31], the formation of regeneration epithelium [32], and the survival of blastema cells [33]. The four genes identified by genetic screening are by no means the only genes involved in zebrafish fin regeneration. Carried to saturation, this strategy would undoubtedly identify many more genes essential for regeneration. If the high rate of regeneration genes found in the RNAi screen conducted in planarians holds true for vertebrates (140 of 1065 tested were required for regeneration) [8], a significant proportion of the total transcripts expressed in zebrafish might be required for regeneration. This apparent involvement of a large percentage of the genome in the process of regeneration raises questions about the specificity of the strategy of forward genetic screening for regeneration. Does the set of essential regeneration genes overlap completely with genes required for cell proliferation, survival, patterning, and so on? Or, does a unique population of “instructive” genes exist that play critical roles in sensing a need for and initiating the process of regeneration? (Figure 9.2).

Although it is not clear whether such “regeneration-instructive” genes exist, it is reasonable to hypothesize the existence of a class of genes that mediate the primary response of a regenerative tissue to injury. Such a group of genes or molecular signals would then be responsible for the “launching” of a cascade of events (wound response,
inflammation, proliferation, cell specification and patterning), eventually culminating in regeneration. Because of the large number of essential genes that are required for the progression of regeneration, identification of such “instructive” genes via forward genetic screening with an endpoint of blocked regeneration may be challenging. More sophisticated screens may be required to distinguish between genes essential for the progression of regeneration and those with “instructive” roles in regeneration, if such genes exist.

An additional shortcoming of ENU-induced mutagenesis is that mutants often require a significant investment of time and effort in mapping the mutation to a gene. New tools like retroviral insertion mutagenesis [34] have been employed for studying embryogenesis and could be adapted for regeneration screens. A more recent report on the successful electroporation of antisense morpholinos into regenerating adult zebrafish fin blastemas [35] promises to make reverse genetics approaches like whole-transcriptome morpholino screens feasible for regeneration studies. Successful application of the morpholino antisense technology in other species like Xenopus [36] would make reverse genetic screens possible in these organisms as well.

**Screens for Genetic and Molecular Enhancers of Regeneration** The efficiency of regeneration is dependent on a number of different factors, including the speed of response to injury, the ability of the cells in the tissue to dedifferentiate, the number of stem cells present, and the presence of a favorable milieu for the function of regulatory/patterning genes. Each of these properties is subject to inhibition and control in a tissue. Genetic screens, where the goal is to obtain mutants with higher efficiency or more rapid regeneration than in wild types, might be able to identify such regulatory mechanisms. The identification of the MRL mouse strain, which possesses
increased regenerative capacity, supports the conceptual feasibility of this approach [37,38]. However, attempts at genetic dissection of this phenotype revealed that the trait is quantitatively transmitted and probably conferred by a number of different genetic loci [39,40]. Thus, this example also illustrates why it might be much more difficult to obtain an “enhancing” mutation than deleterious mutations as the number of single genes capable of enhancing regeneration when mutated may be small. The probability of obtaining such mutations may be increased by focusing on individual aspects of regeneration such as activation of stem cells, dedifferentiation of tissue cells, or proliferation of blastemal cells, rather than on the ultimate outcome of regeneration. Although no such studies have been done to date, increasing knowledge of markers of each regeneration stage (e.g., msx genes in proliferative blastema) make it feasible to construct reporter genes and reporter lines of fish or frogs for different stages of regeneration. These reporter lines would then facilitate the design of stage-specific screens for regeneration-enhancing mutations.

Compared to obtaining genetic enhancers of regeneration, it is easier to design screens for exogenously applied growth factors or hormones that enhance regeneration. A number of such screens have been successful. For example, in one screen, neurotrophic growth factors and inhibitors of protein kinases (pertussis toxin and GF109203X) were identified as being capable of increasing the number of regenerating fibres in an entorhinal hippocampal slice explant model of nerve cell regeneration [14].

Another strategy for regeneration-enhancing screens that is becoming feasible with the increasing availability of genomic tools is the ectopic gene-expression screen. With the cloning of regeneration-specific and inducible promoters, it should become possible to construct whole-transcriptome expression libraries that would enable screens for genes that enhance the efficiency of regeneration when ectopically expressed in injured tissue.

**Chemical Screens for Small Molecules that Affect Regeneration** Relative to genetic mutations, small-molecule modulators of protein function hold several advantages for the study of regeneration [41]. Screens for the identification of both chemical suppressors and enhancers of regeneration can be conducted in model organisms. Regenerating organs can be exposed to small molecules at different stages postamputation in order to understand the temporal requirements of the protein activity being modulated. Exogenous application of small molecules also affords precise control over the spatial distribution of the inhibitor/activator on the regenerating tissue being exposed, which can reveal differential requirements of regulatory molecules during regeneration. Different doses of small molecules can also be used for quantitative attenuation or activation of the target molecular pathways, thus enabling modification of the gradients involved in patterning and uncovering differential sensitivity of processes to a regulatory factor. Small-molecule screens therefore have the potential to not only provide candidates for therapeutics but also yield tools for further dissection of the molecular pathways involved in the process of regeneration.

Small molecules have been successfully tested on regeneration, and both positive and negative modulators have been identified. Bayliss and colleagues [42] have
demonstrated inhibitory effects of vascular endothelial growth factor (VEGF) antagonists on regenerative angiogenesis in zebrafish fin. On the other hand, an immunosuppressant drug FK506 has been shown to have an independent role in enhancing neural regeneration [43]. Further chemical modification of FK506 by Birge and colleagues [44] led to the identification of a derivative incapable of immunosuppression while retaining the regeneration-enhancing property.

There are independent examples of small-molecule screens conducted on cultured cells. Screening of a purine library for compounds promoting dedifferentiation of cultured muscle cells led to the discovery of myoseverin. Myoseverin is a trisubstituted purine that causes an increase in the efficiency of dedifferentiation of multinucleated myotubes by promoting their reversible fission into viable mononucleated myoblasts [45].

Wang and colleagues [46] have demonstrated that regeneration assays need not be limited to visual examination of successful regeneration, which might be limiting or even misleading in some cases. The authors used microarray analysis of RNA from hepatotomized mouse liver as a readout for the efficacy of regeneration following treatments with different doses of a regeneration promoting herbal extract [46]. The profiles of cell cycle genes and immediate early genes from different treatments were then compared and the results confirmed by DNA flow cytometry. From these comparisons they were able to conclude that high doses of the herbal extract upregulated immediate early and cell cycle genes while low doses appeared to have an opposite effect.

As is evident from the discussion above, a number of studies prove the feasibility of obtaining small-molecule modulators of regeneration, and there are separate examples of successful regeneration screens in model organisms. However, it is only recently that a synthesis of the two strategies have led to the design of successful small-molecule screens of regeneration.

High-throughput small-molecule screens for developmental processes have been shown to be feasible in zebrafish [47]. The small size of zebrafish embryos and larvae makes it easy to grow them in small volumes of water in 96-well plates, thus making them amenable to high-throughput screening. They are also very permeable to small molecules, enabling uniform exposure by adding the compounds to the water.

Traditionally, regeneration assays have been done on adult zebrafish, but their larger size makes them less suitable for large-scale compound screens. However, it has been shown that zebrafish larvae undergo fin regeneration through a process very similar to that in adults [48]. This finding was exploited by Tanguay and colleagues [49] to design a larva-stage, large-scale regeneration screen for small molecules that inhibit fin regeneration in zebrafish. From a library of 2000 bioactive molecules, they were able to identify a group of glucocorticoids that attenuated the regenerative ability of zebrafish fin, thus uncovering an important suppressor pathway of regeneration. Such a screen can be easily adapted for identifying regeneration-enhancing compounds as well. These studies have shown the feasibility of hunting for new chemical modulators of regeneration and also identification of potentially new protein targets involved in regeneration.
9.3 CONCLUSIONS

While candidate gene approaches are powerful because they take advantage of existing information about the function of genes in other settings, screens for new genes are essential to extend the study of regeneration into new areas. Differential gene expression screens, genetic screens, and chemical screens provide us with different kinds of information. Differential gene expression screens help us address the question of specificity by identifying genes that are unique to a particular phase of regeneration, while genetic screens address the issue of functionality by identifying only those genes that are required for the progression of regeneration. On the other hand, chemical screens help us discover potential therapeutically relevant molecules and furnish us with tools to modulate gene activities with temporal, spatial, and dose control. Combining the strengths of differential gene expression screens with functional screens should identify novel candidates for better understanding the process of regeneration.

As discussed in the previous sections, regeneration in different animals follows a variety of complex pathways. In order to elucidate these pathways and achieve the goal of improving the efficiency of regeneration, each of these pathways should be approached differently. Studies of chiefly cell-autonomous regeneration paradigms like those followed by blood cells may focus on the biology of the stem cells themselves [e.g., the hematopoietic stem cells (HSCs)]. In cases where the complex interplay of a number of cell types and the effect of environment are crucial (e.g., the regeneration of limb or heart), it may be more productive to adopt whole-organism models. While using cell culture systems as models makes it much easier to perform molecular studies and design large-scale screens, the information gained might not always be relevant to the regenerative process in the animal.

Since 1997 or so, stem cell biologists have been discovering that an intricate combination of differentiation promoting factors and culture conditions are required by the stem cells in culture to steer them down particular differentiation pathways. A complementary approach toward better understanding the non-cell autonomous signals and transcription factors required for the differentiation and patterning of the activated stem cells in the tissue milieu is being taken by regeneration biology. Just as successful regeneration is the result of cooperation and crosstalk between the regenerative stem cells and the injured tissue environment, the future success of regenerative medicine calls for continued cooperation between the fields of stem cell biology and regeneration biology.

REFERENCES


Stem cells possess the unique properties of self-renewal (to generate at least one daughter cell identical to the mother cell) and differentiation (to give rise to multiple progenies). They hold great promise in regenerative medicine, tissue repair, and tumor biology [1]. A thorough understanding of stem cell biology calls for the constellation of the complete genetic parts list at the levels of RNAs, proteins, and regulatory networks. The complete sequencing of human genome and the genomes of several model organisms coupled with the spawning high-throughput genomic technologies spearheaded by DNA microarrays have led to a dramatically improved molecular description of stem cells and related differentiation programs at the transcriptome level [2–4]. However, until relatively recently, analyses of stem cell markers and signaling molecules during stem cell development at the protein level are conducted mainly at the individual gene scale using conventional protein analysis tools such as Western blotting and flow cytometry. Proteomics is the global study of proteins in a given biological system with the ultimate goal of defining the complete protein complements and its component behaviors. Proteomic research involves delineations of many diverse aspects of protein, including identification, quantification, compartmentalization, interaction with other partners, and posttranslational modifications, and thus is far more diverse and complex than its genomic counterparts.
Several unique properties of stem cells warrant global proteomic interrogation:

1. The stem cells derived from various tissue origins are often defined by a distinctive panel of cell surface markers, all of which are proteins. Identification of novel protein markers for better definition and further purification of stem cells remain a daunting and utmost important task.

2. The maintenance of self-renewal and multipotency of stem cells depends on a number of protein factors presented either in the sustaining growth media or in the stem cell niche—the cellular microenvironment, which provides support and stimuli for stem cell self-renewal. Most of these factors are secreted protein growth factors or morphogens that can be readily studied using proteomic approaches.

3. The intricate signaling cascade transducing from growth factors to their corresponding stem cell surface receptors, adaptors, and then downstream target proteins involves a series of posttranslational modification events such as protein phosphorylation.

4. The final effectors determining stem cell self-renewal versus differentiation often involve a number of transcription factor and cofactor proteins engaging in dynamic protein–protein interaction complexes in different subcellular compartments.

All of these issues are poised to be addressed by the ever-maturing proteomic technologies (Figure 10.1). Although major challenges exist as to obtaining a sufficient number of stem cells for proteomic analysis, advances in proteomic technologies—especially mass spectrometry (MS)-based approaches—have enabled global capture of protein information during the developmental process of stem cells, contributing to our knowledge of the fundamental mechanisms of stem cell development. In this chapter we will illustrate how novel proteomic technologies can be applied in the identification of protein markers and regulatory proteins leading to a new dimension of information in stem cell fate regulation.

### 10.1 MASS SPECTROMETRY EMERGES AS THE MAJOR TECHNOLOGY FOR PROTEOMIC RESEARCH

Before the mid-1980s, protein analyses were confined at the single purified protein level using chemical and enzymatic methods. Completion of the Human Genome Project and the successful sequencing of the genomes of several other species have catalyzed the rapid development of powerful protein analysis tools, giving birth to the emerging field of proteomics.

The reason for this is that most genes from individual genomes have been identified, translated into protein sequences and their corresponding proteolytic peptide fragments, creating a database of theoretical masses of all peptide fragments encoded by the genome. Computational programs pioneered by SEQUEST have been developed to permit matching of each experimental peptide MS measurement against those in the theoretical database, thus identifying the gene that encodes the particular peptide [5]. The genes encoding large numbers of peptides from complex protein mixtures can, accordingly, be identified. Mass spectrometry, with its superior sensitivity, accuracy,
FIGURE 10.1 Schematic representation of proteomic strategies for investigating stem cell biology. Proteins secreted by or expressed on the cytoplasmic membrane of stem cell niche or feeder layer cells, as well as their corresponding receptors on stem cell surface can be isolated using glycoprotein capture reagents. Phosphorylation events after ligand–receptor engagement can be captured using phosphopeptide capture technologies. Protein–protein interaction complex of key signal transduction pathways can be isolated using affinity or immunopurification procedures. In addition, the whole cells can be lysed or fractionated into subcellular fractions. All of these protein extracts will be subjected to quantitative proteomic analysis using mass spectrometry for comparison with differentiated progenies to identify stem-cell-specific growth factors, surface markers, and regulatory proteins controlling stem cell self-renewal and differentiation. (See insert for color representation.)

and throughput in protein and peptide identification, has emerged to become the most important tool for high-throughput proteomics studies [6]. Tandem mass spectrometry (MS/MS) has the capacity to select precursor peptide ions (first-stage MS) and then fragment them (second-stage MS) and record the resulting spectra through a process called collision-induced dissociation (CID). The CID spectra are sequence-specific and, when compared with theoretical spectra generated from sequence databases, can be used for large-scale protein identification.

10.1.1 Current Proteomic Technology Platforms

The analysis of biomolecules by MS has become routine after the introduction of two “soft” ionization techniques in the late 1980s: electrospray ionization (ESI) [7] and matrix-assisted laser desorption/ionization (MALDI) [8]. ESI and MALDI
efficiently transfer intact biomolecules into the gas phase in ionized forms. ESI is the major method for proteomics since it can be directly coupled with liquid chromatography (LC) and produces multiply charged ions, which tend to result in more characteristic fragment ions for sequence information in MS/MS. MALDI remains a valuable alternative ionization technique for proteomics and is often used to complement results obtained by ESI. MALDI-MS is very sensitive and more tolerant than ESI to the presence of contaminants.

The MS instruments used for proteomics studies include a number of mass analyzers with different mass accuracy, mass resolution, or detection rate that provide a wide selection window for different analysis purpose. We describe here the respective technical parameters for the most commonly used mass analyzers.

**Quadrupole Ion Trap (IT)** In IT analyzers, ions are trapped and can therefore be accumulated over time in a physical device. ITMS is well known for its ability to perform multistage mass spectrometry (MS\textsuperscript{n}) experiments with high sensitivity and fast data acquisition. However, IT analyzers have space-charging effects that limit the ion-trapping capacity, resulting in limited resolution and mass accuracy (typically unit mass accuracy). The introduction of linear ion trap (LIT) analyzers with higher ion-trapping capacities has improved the dynamic range and the overall sensitivity of this technique [9], and LITs have been replacing classical three-dimensional trapping devices. Typically, IT and LIT instruments are operated with data-dependent acquisition to allow high-throughput analyses. The multiple-stage sequential MS/MS capability of IT and LIT, in which fragment ions are iteratively isolated and further fragmented, is very useful for the analysis of posttranslational modifications such as the identification of phosphorylation sites [10].

**Fourier Transform Ion Cyclotron Resonance (FTICR) Mass Spectrometry** In FTICR, ions are trapped and measured in a cubic magnetic device. Modern FTICR enjoys the highest resolving power of any form of mass analysis to date, and measurements in the low parts per million (ppm) (sub-ppm) range can be achieved. The drawback of FTICR is that the instrument is relatively delicate to maintain and needs frequent calibration. It has now been realized that combining a different mass analyzer to create a hybrid FTICR instrument such as LIT-FTICR has added robustness to this platform and allowed routine generation of low-resolution MS/MS spectra with accurate mass of the precursor ions. FTICR-MS performed on an LIT-ICR hybrid instrument allows true parallel full MS and MS/MS acquisition (not sequential), and it yields high-quality MS data that can be used for quantification.

**Time of Flight (TOF)** The mass-to-charge ratio \((m/z)\) of an analyte ion in a TOF analyzers is deduced from its flight time through a field-free vacuum tube. Modern TOF analyzers have great resolution and mass accuracy. A resolving power over 10,000 has become routine on many TOF instruments, and with a proper mass calibration protocol, mass accuracies in the low-ppm range are achievable. TOF and MALDI are particularly well matched. The pulsed nature of the ionization event and the fact that desorption from a flat surface removes the “turnaround time” problem
are attractive characteristics for mass analysis via TOF [11]. Furthermore, the need for high mass range and the desirability of acquiring the entire mass spectrum from a single ionization event make TOF an obvious choice as a mass analyzer for MALDI. However, today TOF mass analyzers are routinely coupled with either ESI or MALDI when the TOF flying tube is geometrically orthogonal to the ion introduction pathway. A single TOF instrument does not have MS/MS capability, and the development of tandem TOF instruments (TOF-TOF) and hybrid TOF instruments such as quadrupole TOF (QTOF) offers such capability, resulting in high resolution and mass accuracy in both MS and MS/MS mode. In the MS mode, one mass analyzer acts as an ion guide to the TOF analyzer where the mass analysis takes place. In the MS/MS mode, the precursor ions are selected in the first mass analyzer and undergo fragmentation through collision-induced dissociation in the collision cell. The product ions are analyzed in the TOF device. High resolution and mass accuracy simplify the identification of peptides via database searches by tightening the search parameters and augmenting the confidence in the results.

**Orbitrap** Orbitrap was introduced to effect the separation of ions in an oscillating electric field [12,13]. This instrument presents characteristics similar to those of an FT-ICR spectrometer in terms of resolution and mass accuracy but without the burden of an expensive superconducting magnet.

MS-based proteomic strategies can be classified into top–down or bottom–up approaches. In the top–down approach, proteins are directly introduced into mass spectrometer and fragmented for sequence information [14]. Top–down experiments are typically carried out in FTICR instruments, and proteins are fragmented using electron-capture dissociation (ECD) [15]. At the current stage, top–down approach has been used mainly for single-protein analysis and is very useful for identifying posttranslational modifications. The majority of proteomic studies use bottom–up approaches, where protein samples are digested and the resulting peptides are routinely separated on a microscale liquid chromatograph followed by MS analysis. The peptide identity is assigned to the MS/MS spectra through database searching, which is performed according to established guidelines to generate consistent results. A subsequent statistical analysis of the search results is critical to ensure confidence in the identifications [16].

**10.1.2 Application of MS/MS for Large-Scale Protein Identification of Stem Cells**

One goal of stem cell proteomic research is to define, to the extent limited only by technical sensitivity, all the proteins expressed in certain stem cells to complement the existing transcriptome data and to identify novel protein markers and regulators governing the biological aspects of self-renewal and pluripotency. Given the vast dynamic range of protein expression in a cell—the concentration dynamics extend up to $10^6$-fold—and the lack of protein amplification methodologies, any in-depth proteomic analysis of a given cell type using current available proteomic platforms would require a relatively large quantity of starting proteins extracted from a large
number of cells, preferably in the magnitude of millions. While this requirement poses some challenge on tissue-specific stem cells that have to be isolated directly from primary tissues, the well-defined in vitro culture systems of embryonic stem cells (ESCs) present themselves as better target populations for proteomic interrogation, thus constituting a large portion of the current landscape of stem cell proteomics. Global proteomics has been performed in mouse and human ES cell lines for the purpose of establishing a protein catalog for stem cells and their developmental progenies. A panel of proteins from cell membrane, cytoplasm, and nucleus have been identified that can be used as cell-type benchmarks for population identification and cell differentiation.

Early attempts to define the mouse ESC proteome involve separation of proteins by two-dimensional gel electrophoresis (2D&E), cutting the protein spots from the gel, followed by identification of protein via MALDI MS [17,18]. Since visualization of protein spots by silver staining and manual excision of protein spots are prerequisite by this procedure, the sensitivity and throughput are compromised, resulting in a relatively small number of total proteins of relative higher abundance being identified—24 and 241 proteins, respectively, are identified by these two independent efforts, and none of the known ESC specific proteins are detected in these analyses. More recently, a similar approach was applied on human ESCs. Among the 844 spots analyzed, 685 protein species representing 434 unique proteins were identified [19]. Using an improved 2D LC-MS/MS system, Nagano et al. profiled mouse ESCs by QTOF MS and identified 1790 proteins from tryptic digests of whole-cell lysates [20]. In addition to the identification of hallmark ESC proteins Oct 3/4, Sox2, UTF1, they detected more than 360 potential nuclear and 260 membrane proteins. Of particular interest are the 60 ESC-specific proteins and 41 proteins that have previously been shown to be enriched in stem cells by DNA micrarray analyses [2]. Thirty of them were also identified in the human ESCs by Baharvand and colleagues [19].

Although global proteomic cataloging of undifferentiated stem cell lines lays the groundwork for further exploration of biological function of stem cells, more information can be gained through comparative analysis, in which a differential profile of protein expression between two or more developmental stages is carried out. The presence or absence of specific proteins may represent functional information that impinges on the regulatory signaling pathways. Van Hoof et al. carried out such a research comparing the differential proteome between human and mouse ESCs under both the undifferentiated and differentiated conditions using the more sensitive FTICR mass spectrometer [21]. They identified a large number (ranging from 1532 to 1871) of proteins for each condition, including 191 proteins exclusively expressed in undifferentiated ESCs of both mouse and human but not in the differentiated progenies. These proteins include both ESC benchmarks and uncharacterized proteins. The researches further validated some of the proteins using Western blot, immunofluorescence confocal microscopy, and fluorescence-activated cell sorting, and the results validated the subtractive proteomic approach. However, those proteins that are present both before and after differentiation with quantitative difference in abundance were excluded by this analysis, which can be better addressed by real quantitative proteomic approaches using stable isotope tagging, as will be discussed later.
10.1.3 Identification of Secreted Proteins in Conditioned Media Using MS/MS

Besides the intrinsic protein factors that affect stem cell fate, another important source for stem cell regulators resides in their growing environment, such as the feeder cell layers or the derivative conditioned media that sustain ESC growth. The original feeder layer cells for ESCs are of mouse origin—mouse embryonic fibroblast (MEF). While it is perfectly fitting for growing mouse ESCs, it was later shown that this approach inevitably introduced animal contaminants into human ESC populations, and thus led to searches for new human feeder cell substitutes. Several human cell lines have been established with successful supporting role of hESC growth [22,23]. Some of them have been examined proteomically for secreted proteins to identify potential regulators of hESCs. Lim and Bodnar analyzed MEF conditioned media using a 2D&E MALDI-TOF MS approach and found 136 unique proteins among 828 protein spots [24]. Prowse and colleagues used a combination of 2D LC-MS/MS and 2D&E MALDI-MS/MS to analyze the newly established human feeder cell HNF02-conditioned media, and identified 102 proteins belonging to 15 functional groups, including proteins that are involved in cell adhesion, proliferation, Wnt, and BMP signaling [25]. However, in order to sort out which of these proteins are essential for supporting hESC, one would want to compare the conditioned media of the ESC-supporting cell line with the non-supporting cell line of the same origin, through quantitative proteomic approaches. Our own laboratory conducted such an analysis using isotope code affinity tags (ICAT; see text below) and two human bone marrow derived feeder cell lines and quantitatively identified more than 60 proteins [23] (Tian et al., unpublished data). A number of proteins identified in the human conditioned media are similar to those identified in the MEFs, including those involved in the Wnt and BMP signaling pathways, which is not surprising because of their role in supporting ESC growth.

10.1.4 MS/MS Coupled with Immunopurification for Identification of Protein Components of Key Signaling Pathways Affecting Stem Cell Fate

In addition to global identification and quantification of protein constituents in stem and progenitor cells, MS-based proteomic technologies have also been applied for the identification of protein factors in specific signaling pathways. The intricate protein interaction network is key to understanding almost any complex biological systems, including stem cells. While the classical yeast two-hybrid screens have long been the method of choice for dissecting protein–protein interaction for more than a decade, the advances in MS and proteomic technologies spawned a new way of evaluating protein interactions by using affinity purification followed by MS analysis. When coupled with classical biochemical purification strategies, the LC-MS/MS-based proteomic technologies have been proved efficient in studying protein complexes. Three steps are involved in such a scheme:

1. The protein of interest is used as bait by tagging to an affinity tag and introduced into appropriate cells.
2. The protein complex is isolated from cell lysates using affinity or immunopurification.
3. The protein components of the complex are analyzed by MS/MS after sodium dodecyl sulfate–polyacrylamide gel electrophoresis (SDS-PAGE), in-gel digestion, or in-solution proteolysis.

Using this approach, Tian and colleagues studied one of the key signal transduction pathways in stem cell development—the Wnt/β-catenin pathway—and identified 12 potential β-catenin interactors in an immune complex containing β-catenin. They confirmed 14-3-3ζ as a novel β-catenin interacting protein. 14-3-3ζ enhances β-catenin-dependent transcription and facilitates its activation by the survival kinase Akt, and stabilizes β-catenin in the cell [26]. More importantly, they demonstrated that 14-3-3ζ, an activated form of Akt, and β-catenin colocalize in intestinal stem cells (ISCs), balancing the antagonizing signaling events between the Wnt and BMP pathways to regulated ISC self-renewal [26–28].

As is the case with most affinity purification–MS/MS approaches, it is always challenging to distinguish between specific and background bindings. Although multiple iterations of MS analysis on rigorously controlled samples can help solve the problem, a better solution is to use quantitative proteomic technique such as the ICAT reagents (see text below), which allows large-scale quantitative comparison of protein mixtures derived from two different states. Ranish and colleagues have demonstrated that it could be used to distinguish between specific and background bindings in the analysis of macromolecule protein complexes [29]. The same strategy can be applied to the analysis of other protein complexes essential for stem cell development, such as the Wnt/β-catenin pathway. However, a major disadvantage is that a fairly large amount of starting materials will be needed given the multiplex of purification procedures.

10.2 QUANTITATIVE PROTEOMIC TECHNOLOGIES AND THEIR APPLICATION IN STEM CELL BIOLOGY

As genomic and proteomic researches enter the era of functional analysis, the quantitative nature of biological processes as exemplified by mRNA expression profiling entail global quantification of proteins. Quantitative proteomics encompass mainly two categories: global function proteomics and targeted function proteomics. Spearheaded by isotope-coded affinity tag (ICAT) technology, which specifically captures cysteine residues [30], there are a number of chemical isotope-tagging strategies for protein quantification, such as N-terminal labeling (iTRAQ [31], SPITC [32], etc.) and C-terminal labeling (esterification with isotope-labeled methanol [33]). In the meantime, versatile enzymatic isotope labeling techniques have also been developed including in vivo labeling through metabolism [34–40], stable isotope labeling of amino acids in culture (SILAC) [41], and enzymatic labeling of 16O–18O at the C terminus through the proteases [42–44]. For quantitative analysis of a particular protein or a protein group of specific interest, MS-based
methods have also been developed involving the use of visible isotope-coded affinity tag [45], or isotope dilution mass spectrometry [46,47]. In these methods, standard peptides structurally analogous to proteins of interest are isotopically labeled and spiked into sample mixture; the relative ratio between the standard peptides and the targeted peptides in the protein of interest are obtained and the concentration of the standard peptides are used to deduce the absolute quantification of unknown protein [48].

All of these isotope methods are based on the essence that a distinct mass difference is tagged to a pair of (or multiple sets of) peptides by isotopes that have similar chemical properties. The quantification of one peptide relative to the other peptide in the pair is conducted by measuring the difference of signal intensity between the respective peptides with fixed mass difference (Figure 10.2). To circumvent the complexity and cost associated with the design and application of labeling reagents through chemical modifications, a label-free quantitative profiling scheme has also been introduced that makes use of extracted ion chromatograms from MS spectra—with appropriate normalization, the MS signal intensities of analyte ions are linearly correlated with the analyte concentrations, forming the basis of an analytical method for global quantification of differential protein expression in a complex mixture [49–51].

FIGURE 10.2 Quantitative proteomic scheme. The protein or peptide mixtures to be compared are labeled with either light or heavy isotopic reagents, combined and subjected to MS analysis. Protein quantification is achieved through comparison of the intensity of spectra pairs with same chemical property but different mass, whereas identification of protein is accomplished through MS/MS and database search. (See insert for color representation.)
We will discuss three major isotopic labeling strategies (ICAT, iTRAQ, and SILAC; see Table 10.1) and their applications in stem and progenitor cell biology in the following paragraphs.

### 10.2.1 Isotope-Coded Affinity Tag (ICAT) Reagents

The development of a quantitative proteomic technique such as ICAT reagents by Aebersold and colleagues allows large-scale quantitative comparison of protein mixtures derived from two different states [30]. The original ICAT reagent consists of three elements: a thiol-specific reactive group that targets the cysteine residues on a protein or peptide, a linker that incorporates stable isotopes, and an affinity tag (biotin) that is used to isolate ICAT-labeled peptides. The reagent exists in two forms: a heavy form (D8), which contains eight deuteriums in the linker region, and a light form (D0), which contains no deuteriums. To compare the two-protein mixture of interest, each can be labeled with an ICAT reagent, one with the light form, the other with the heavy form. The labeled protein mixtures are then combined and proteolyzed into peptides that are further fractionated by HPLC columns into multiple fractions to reduce the complexity of peptides in each fraction. Cysteine-labeled peptides are purified via affinity avidin columns and subject to microLC-MS/MS analyses. Since the ICAT-labeled peptides are chemically identical with a mass difference of 8, they coelute in the columns as pairs. The relative quantification is determined by analyzing the areas under the curves for the isotopic peptide pairs. More recent improvement of the technology includes using solid phase as support, and the development of cleavable ICAT reagents that remove the ICAT group before MS analysis to significantly increase mass accuracy [52].

| Table 10.1 Comparison between Three Widely Used Labeling Methods for Quantitative Proteomics |
|---------------------------------|-----------------|-----------------|
| **Labeling method**            | **ICAT**        | **iTRAQ**       | **SILAC**       |
| **Labeling amino acid residues**| Chemical derivatization | Chemical derivatization | Metabolic labeling |
| **Labeling stage**              | Cysteine        | N-Terminal and lysine residue | Lysine and arginine |
| **Quantitation stage**          | MS              | MS/MS           | During cell culture |
| **Purification**                | Yes             | No              | No              |
| **Mass difference of labeled peptides** | 9 Da       | 0 Da             | 6 Da             |
| **Multiplex**                   | Two samples simultaneously | Up to eight samples simultaneously | Typically two samples simultaneously |
| **Applications**                | General         | General         | Cell culture    |

*Mass difference of the same peptide labeled with light and heavy acid cleavable ICAT.
Mass difference for the same tryptic peptide labeled on Lys and Arg.
The first application of the ICAT-MS/MS approach in stem/progenitor cells was conducted on multipotent hematopoietic progenitor cell lines (EML and MPRO) derived from mouse bone marrow, which represent two distinct hematopoietic stages [53]. These two cell lines provide an excellent model system for studying the molecular control of early myeloid lineage development. The ICAT MS/MS method quantitatively identified 2919 cystein-containing peptides derived from 672 unique proteins, including transcription factors, signal transduction proteins, cell surface proteins, and differentiation markers, as well as various metabolism-related enzymes. Among them are stem cell marker c-Kit and its ligand Kitl, which are highly expressed in the more primitive EML cells. A concurrent DNA microarray analysis on the same pair of cell lines identified more than 500 genes expressed highly in the EML cells and more than 600 genes expressed highly in MPRO cells. The expression ratios of 425 proteins have been mapped to their corresponding mRNA levels. A total of 150 signature genes (those with significant changes at either the protein and/or the mRNA level, \( p < 0.01 \)) were identified. Although 113 signature genes (76%) exhibited changes for mRNAs and their cognate proteins in the same direction, only 29 of them changed significantly at both mRNA and protein levels and were thus dubbed correlated genes. In total, 67 genes showed significant change at the mRNA but not the protein level, whereas 52 genes showed significant change at the protein but not the mRNA level. The correlation coefficient between mRNA and protein is 0.64 for the signature genes and 0.59 for all the genes examined. This study suggests that posttranscriptional control is an important regulatory scheme during early hematopoiesis, leading to the hypothesis that a complete view of hematopoiesis requires the integration of multiple high-throughput platforms assessing both transcriptome and proteome. More recently, our own lab applied the ICAT approach to the analysis of human ESC and its derivative liver progenitor cells and quantitatively compared more than 600 proteins in these two populations, including potential novel regulators of hESCs (Tian et al., manuscript submitted).

10.2.2 Isobaric Tagging for Relative and Absolute Quantitation (iTRAQ)

Thiol-specific reagents (e.g., ICAT) have the advantage that they selectively isolate cysteine-containing peptides from a complex sample mixture and therefore reduce the complexity of the sample to be analyzed by MS. The reagents have the disadvantage that proteins and peptides that do not contain any cysteines are transparent to the method and that in general relatively low sequence coverage of the identified proteins is achieved. In an attempt to isotopically label every peptide in a protein digest, N-terminal labeling protocols have been described. Among different labeling approaches, iTRAQ is a distinctive approach that quantifies differences in peptide levels at the MS/MS stage [31]. The iTRAQ reagents consist of a reporter group, a balance group, and an amino-reactive group. Peptides of the same sequence labeled with iTRAQ reagents are identical en masse in single MS mode, but produce strong, diagnostic, low-mass MS/MS signature ions (e.g., \( m/z \) 114–117), allowing for the quantitation of up to four different
samples simultaneously (more recently the reagents were further developed to analyze up to eight samples simultaneously). Any given peptide labeled with different iTRAQ reagents has the same nominal mass. This is an important feature for enhancing the sensitivity of the analysis of low-abundance samples. In addition, quantitative analysis is conducted in the MS/MS experiments with a high signal-to-noise (S/N) ratio, resulting in more accurate measurements that could be readily achieved for peptides of low abundance. Virtually every peptide is quantified using iTRAQ or other amine-specific reagents, and the enormous complexity of the peptide mixtures generated by the digestion of complex protein mixtures makes N-terminal peptide tagging challenging for proteomewide analyses. However, the method is in particular appealing for the analysis of relatively simpler complex such as immunopurified protein mixtures.

To characterize the molecular signature of hematopoietic stem cells (HSCs) and their progeny, Unwin is group carried out iTRAQ quantitative proteomics approach, and examined long-term reconstituting hematopoietic stem cells (LSK\textsuperscript{+}) and non-long-term reconstituting hematopoietic stem cells (LSK\textsuperscript{−}) \cite{54}. The researchers identified 948 proteins with 145 of them changing in protein expression ratio, 54% could not be matched to transcriptome data on the same cell populations, confirming the importance of posttranscriptional regulation during HSC development. Among the proteins enriched in LSK\textsuperscript{+} cells are the proteins involved in glycolytic enzymes, glucose transporter and antioxidant indicating that the LSK\textsuperscript{+} cells are adapted for anaerobic environments by a hypoxia-related change in proteins controlling metabolism and oxidative protection, and shift away from anaerobic metabolism as they mature \cite{54}. One advantage of the iTRAQ approach is that no \textit{in vitro} culture is required and thus can be readily applied to freshly isolated stem cells and their progenitor cell populations.

10.2.3 Stable Isotope Labeling with Amino Acids in Cell Culture (SILAC)

Metabolic protein labeling has been used to introduce stable tags into proteins for quantitative proteomics. In SILAC, two groups of cells are grown in culture media identical in all respects except one—the first medium contains the “light” and the second medium contains the “heavy” form of one or two particular amino acids. Through the use of essential amino acids (those not synthesizable by the cell type), the cells are forced to use the labeled or unlabeled form. Thus, with each cell doubling, the cell population replaces at least half of the original form of the amino acid, eventually incorporating 100% of a given light or heavy form of the amino acid. Although different amino acids (e.g., leucine) were used in the past, more recently proteins are typically labeled via the metabolic incorporation of heavy isotope forms of lysine and arginine (Lys\textsuperscript{13}C\textsubscript{6} and Arg\textsuperscript{13}C\textsubscript{6}). In most proteomic studies, proteins are digested with trypsin. The resulting tryptic peptides of the identical sequence but labeled with light or heavy Lys and Arg coelute on the chromatography and have the fixed mass difference in MS. The SILAC approach is straightforward and highly efficient—100% of the sample is available for analysis. This allows the experimenter to use any method
of protein or even peptide purification (after enzymatic digestion) without introducing error into the final quantitative analysis. The drawback of the approach is that it is applicable only for cell culture experiments and the media with heavy amino acids are relatively expensive.

One successful application of SILAC technology in stem cell research was carried out to distinguish differential usage of signaling proteins in response to distinct growth factors during mesenchymal stem cell (MSC) differentiation [55]. Human MSCs are nonhematopoietic cells that reside within the bone marrow stroma, which can give rise to osteoblasts, adipocytes, and chondrocytes in response to various growth factors. The osteogenic differentiation of MSC relies on epidermal growth factor (EGF), but not platelet-derived growth factor (PDGF). To identify the difference between these two signaling pathways, Kratchmarova and colleagues [55] first grew the hMSCs in media containing normal and two heavier forms of arginine, then treated the cells with EGF and PDGF and immunoprecipitated the cell lysates with anti-phosphotyrosine-specific antibodies to isolate tyrosine phosphorylated protein complexes. The isolated proteins were trypsinized and analyzed using QTOF and LTQ-FT mass spectrometry. The researchers quantitatively identified close to 300 proteins, about 90% of which are shared signaling proteins by both growth factors. Among the proteins that are exclusively activated by PDGF is phosphatidylinositol 3-kinase (PI3K), suggesting a possible role contributing to the unresponsiveness to PDGF. More importantly, when a chemical inhibitor of PI3K was introduced into the MSC culture in the presence of PDGF, a similar level of differentiation was achieved. This research clearly demonstrated the power of quantitative proteomics in delineating molecular basis of stem cell differentiation.

10.2.4 Application of Other Quantitative Proteomics Technologies in Stem and Progenitor Cells

Other than the aforementioned three major quantitative MS approaches, a number of other researchers also employed traditional 2D&E-based approaches to quantitatively measure changes in protein expression in several other stem cell species. For instance, Salasznyk’s group: employed quantitative proteomic technique onto mesenchymal stem cells, and studied the differentiation of mesenchymal stem cell after osteogenic induction [56]. Their results brought up an interesting idea: that focusing of gene expression in specific functional clusters as the basis of stem cell differentiation, that is, the specific extracellular matrix–directed osteogenic cell differentiation, was induced by focusing of the expression of genes involved in Ca$^{2+}$-dependent signaling pathways. Lee and colleagues characterized the adipocytic differentiation from human mesenchymal stem cells using 2D&E MALDI-TOF and identified 32 protein spots with differential expression [57]. Using 2D&E and LC/MS/MS, Wang’s group studied the neural differentiation of mouse ESCs and identified 23 proteins with an increase or decrease in expression or phosphorylation after differentiation [58].
10.3 OTHER EMERGING PROTEIN/PEPTIDE-CAPTURING TECHNOLOGIES

As discussed earlier, even with the most powerful MS instruments available, one can identify fewer than 2000 proteins in stem cells, which represents only a small fraction of the whole proteome. This has propelled an extensive search for subproteome-capturing technologies to reduce the proteome complexity which is better suited for subsequent MS analysis. One such technology that is of keen interest to stem cell researchers is the glycoprotein capture method, because many cytoplasmic membrane proteins are glycosylated.

10.3.1 N-Glycosylated Protein Isolation Technologies

Ruedi Aebersold and colleagues invented a new hydrazine chemistry that reduces the protein complexity by isolation of N-linked glycoprotein from a protein mixture [59]. The principle of this method is to oxidize the sugar ring groups of N-glycosylated proteins, converting them to aldehyde groups that can be coupled to the amine groups linked to solid-phase beads. All N-glycosylated proteins can then be isolated by washing the unattached proteins from the beads. The bead-lined protein samples are digested with trypsin, and the unlinked tryptic peptides washed away—removing perhaps 95% of the protein mass. Then the peptides from the cell membrane lysates or serum are labeled at their amino groups with a light isotope of succinic anhydride (D0, containing no deuteriums), and those from the more differentiated stages are labeled with a heavy isotope (D4, containing four deuteriums) form of succinic anhydride after the epsilon amino groups of the lysine residues have been converted to homoarginine. The peptides are released from the beads by a glycosidase, the peptides derived from two cell populations are mixed together and then fractionated on a reverse-phase column, and the individual fractionated mixtures are deposited in a MALDI microtiter plate and then delivered to the MALDI MS/MS for the comparative quantitative analyses and a determination of the amino acid sequence of the peptide. From these peptide sequences, the encoding genes can be identified.

Another group, led by Toshiaki Isobe, developed a lectin affinity capture technology for the identification of N-linked glycoprotein [60]. Glycoproteins were purified on concanavalin A beads, which selectively bind glycoproteins with high-mannose and hybrid-type N-glycans. Trypsin digestion generates glycopeptides, which are isolated once again on concanavalin A beads. Eluted glycopeptides are released by PNGase F cleavage in the presence of $\text{H}_2^{18}\text{O}$, resulting in aspartic acid-$^{18}\text{O}$-labeled peptides, followed by two-dimensional liquid chromatography (2DLC)-MS analysis. An advantage of this method is that different lectins can be used to capture proteins with selected glycans; moreover, the noncovalently bound sugar chains are still intact and can be eluted with appropriate monosaccharides for analysis. The approach is not as general as the hydrazine chemistry method. Using a lectin column to select glycopeptides, results in binding of only a subset of N-glycans. Because the purification is based on the affinity, peptides derived from very abundant proteins will...
potentially contaminate the bound glycopeptides. Tagging of during $^{18}$O the cleavage is important to avoid false positives due to nonenzymatic deamidation of asparagine to aspartic acid.

The most important reason for applying the glycoprotein capture technology to stem and progenitor cell biology is that many of the membrane proteins are glycoproteins, so one can potentially identify more cell surface markers that otherwise might not be revealed by other peptide capturing technology (e.g., ICAT) alone. This method also achieves the purification of a subset of the complete proteome and accordingly allows in-depth investigation of proteins that would ordinarily be lost because of their inappropriately low abundance. In addition, secreted proteins by stromal cell lines or conditioned media can also be analyzed readily. Both techniques have been applied to the analysis of stem cell membrane proteins. An application of the lectin approach on mouse ESC (D3) identified 324 proteins, 235 of which carried putative signal sequence and transmembrane segments [61]. Among these proteins are cell adhesion molecules; clustering of differentiation-related (CD) molecules; and receptors for LIF, FGF, Wnt, and BMP, some of which have been shown to be critical for ESC self-renewal or differentiation. Our own lab has applied an improved version of hydrazine glycopeptide capture on mouse ESC (E14) and identified more than 200 microsomal proteins, with about 90% of them containing a conserved N-glycosylation sites (Tian et al., unpublished data).

10.3.2 Novel Phosphopeptide-Capturing Technology

Protein phosphorylation plays an essential role for the proper transduction of extracellular signals through the membrane receptor/coreceptor complex to the intracellular signaling complexes. It is of enormous interest to capture the phosphorylation events globally during the developmental processes of stem cells. Tao and colleagues developed a novel technology for global analysis of phosphorylated peptides using dendrimer as a soluble polymer support and LC-MS/MS [62]. Three major steps are involved: (1) the peptides are methylated to protect the carboxy group from subsequent reactions; (2) methylated phosphopeptides are subject to a dendrimer conjugation catalyzed by EDC and imidazole, and the subsequent isolation of covalently bound phosphopeptides from nonphosphopeptides by size-selective chromatography; and (3) phosphopeptides are released by acid hydrolysis and analyzed by LC-MS/MS. By employing coupling with an initial immunoprecipitation using antiphophotyrosine antibody and stable isotopic labeling, the researchers identified all known tyrosine phosphorylation sites within the immunoreceptor tyrosine–based motifs (ITAM) of the T-cell receptor CD3 chains on a total of 97 tyrosine phosphoproteins. Using the same strategy and purified β-catenin protein, we were able to identify several putative phosphorylation sites on β-catenin by the survival kinase Akt, including serine 552 [26,63]. To confirm the in vivo function of this phosphorylation event in the context of intestinal stem cells (ISCs), an antibody that specifically recognizes phosphoserin 552 was generated; immunohistochemistry staining demonstrated that this new form of β-catenin phosphorylation was specifically localized in the nucleus of ISCs. Thus, through a combined approach of phosphopeptide capture
and mouse genetics, a novel mechanism for controlling self-renewal of ISC was identified [63].

10.4 CONCLUDING REMARKS

The convergence of the burgeoning fields of proteomics and stem cell biology has already generated valuable information regarding stem cell proliferation and differentiation: from large-scale qualitative and quantitative profiling of stem cells and their progenies to the more focused delineation of specific signaling pathways (EGF, PDGF, Wnt/β-catenin, etc.). New regulatory schema governing stem cell development such as posttranscriptional regulation and antioxidant protection have been unveiled; novel components of key stem cell signal transduction complexes have been discovered. The future successful application of proteomic technologies in the stem cell will depend largely on improving the sensitivity of proteomic technologies through improved instrumentation, better subproteome capturing strategies, and the study of interaction between stem cells and the surrounding environmental cues. The combined efforts will result in heightened understanding of stem cell self-renewal and differentiation, leading to potential better therapeutics for regenerative medicine.
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